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Abstract—In the past two decades, chaotic modulations have drawn a great deal of attention in low-power and low-complexity wireless communication applications due to their excellent anti-fading and anti-interception capabilities. Of particular interest is the differential chaos shift keying (DCSK), which is considered as a very promising chaotic modulation scheme that achieves not only good error performance, but also low implementation complexity. In this treatise, we provide an insightful survey on the state-of-the-art research in DCSK-based communication systems through an extensive open literature search. In doing so, we firstly review the principles of DCSK modulation and the significant milestones since its inception. Subsequently, we introduce meritorious variants of DCSK, all of which can outperform the original one in certain aspects. We also present the joint design guidelines when combining DCSK with other critical techniques, e.g., error-correction coding and cooperative communication, in wireless communications under both single-user and multi-access scenarios. Besides, we summarize research progress in the application of DCSK-based communication systems to ultra-wideband scenarios and their corresponding advantages. Specifically, we restrict our attention to the relevant modulation and system designs, as well as their performance-analysis methodologies. This survey aims not only to allow researchers understanding the development and current status of DCSK-based communication systems, but also to inspire further research in this area.

Index Terms—Chaotic communication, chaotic modulation, differential chaos shift keying (DCSK), multipath fading channel, ultra-wideband (UWB).

I. INTRODUCTION

As a type of non-periodic and random-like signals, chaotic signals are derived from nonlinear dynamical systems [1]. Due to their inherent wideband characteristic, chaotic signals are naturally suitable for spread-spectrum (SS) modulations/communications [2]. In traditional SS communication systems, binary pseudo-random noise (PN) sequences, such as m-sequences and Gold sequences, are extensively utilized as the spreading sequences and to form the so-called direct-sequence (DS) SS systems [3]–[5]. Such type of spreading sequences possesses very desirable auto-correlation property but poor cross-correlation property because of the large spikes occurring in the cross-correlation functions. To address this weakness, Heidari-Bateni and McGillem [6], [7] have applied chaotic signals to the conventional SS communication systems. The basic principle is to replace the PN sequences by the chaotic sequences which are directly generated by a discrete-time nonlinear map (e.g., logistic map). The use of spreading sequences generated by the chaotic basis functions not only accomplishes all the benefits of conventional DSSS schemes, such as difficulty of uninformed detection, good anti-multipath-fading and anti-jamming abilities, but also results in some extra beneficial properties such as ease of generation and excellent cross-correlation property [6], [7].

In 1992, the (digital) chaotic modulation was first reported by Parlitz et al. [8]. Following this work, a great deal of research effort has been devoted to developing new chaotic modulation schemes accomplishing both excellent error-performance and low implementation complexity [9]–[12]. Among all the chaotic modulation schemes, the coherent chaos shift keying (CSK) [9] and non-coherent differential CSK (DCSK) [12] can achieve very desirable performance and therefore have been considered as two most outstanding alternatives for SS communications. Nevertheless, similar to the DSSS, the CSK belongs to coherent SS techniques and the locally-generated carriers have to be synchronized at the receiver terminal1. Aiming at improving the performance of CSK systems, many researchers have tried to explore the effective chaos-synchronization algorithms but merely attained very slow progress [13]–[16]. Perfect chaos synchronization remains as a challenging problem and is considered as one practical drawback of the CSK systems. In contrast, a DCSK receiver requires only an auto-coherent demodulator (i.e., differentially coherent (DC) demodulator) and does not need to reproduce the chaotic carrier. Moreover, DCSK systems exhibit lower implementation complexity and more powerful near-far resilience as compared to CSK and DSSS systems [12], [17]–[20].

Motivated by the aforementioned DCSK superiorities, a

1The procedure of reproducing the locally-generated chaotic carrier is defined as chaos synchronization.
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significant amount of work has been done with an aim to investigating the fundamental limits and theoretical performance of the DCSK systems under different channel environments, such as additive white Gaussian noise channels [21]–[26] and fading channels [19], [27], [28]. Furthermore, an improved demodulator for DCSK, namely the generalized-maximum-likelihood (GML) detector, has been proposed by Kolumban et al. [29]. Compared with the conventional DC demodulator, the GML demodulator possesses a distinguished advantage, i.e., it can be operated without a correlator. Currently, DCSK systems have been considered as very good candidates for low-power and low-complexity wireless communication applications, e.g., wireless personal area networks (WPANs) and wireless sensor networks (WSNs). Tutorial-like coverages of DCSK systems can be found in [20], [23], [30].

Because of its attractive advantages, DCSK has been extended to the non-binary domain, forming M-ary DCSK [30]. Moreover, as the conventional DCSK is not energy-stable, frequency modulation has been incorporated into DCSK such that the energy per bit can be kept constant [31]. Nevertheless, due to the differential property, the aforementioned DCSK systems suffer from two major drawbacks — relatively low data-rate and requirement of a radio-frequency (RF) delay line. To overcome such limitations, several meritorious variants of DCSK, e.g., enhanced DCSKs [32], [33], quadrature CSK (QCSK) [34], coded-shifted (CS) DCSK [35], high-efficiency DCSK [36], multi-carrier (MC) DCSK [37], and orthogonal multilevel DCSK [38], have been further developed. To be specific, the enhanced DCSKs, QCSK, MC-DCSK, and orthogonal multilevel DCSK can increase the data rate, while the CS-DCSK and high-efficiency DCSK can avoid using delay lines at the receiver terminal. In the CS-DCSK system, a high-data-rate (HDR) scheme has been proposed to further boost the bandwidth efficiency [39]. As DCSK spreads the spectrum of the original signal over a large bandwidth, it offers a relatively low spectral efficiency. For this reason, some multiple-access (MA) schemes², including the Walsh-coded (WC) DCSK scheme, have been conceived so as to increase the user capacity [23], [40]–[43]. Xu et al. [35] and Kaddoum et al. [44] have respectively extended the CS-DCSK and MC-DCSK to multi-user scenario. In addition to the above-mentioned aspects, Chen et al. [45], [46] have proposed an improved version of DCSK, namely the differentially DCSK (DDCSK) WC, and a novel detector to enhance the error performance of the conventional MA-DCSK systems. As a further advance, the coexistence of the DCSK-based systems and conventional digital communication systems, e.g., binary-phase-shift-keying (BPSK) and DSSS systems, has been intensely discussed [47]–[49].

Along with the development of DCSK-based systems, a lot of attention has been turned to investigating the concatenation of the modulation scheme with other crucial techniques as well as their corresponding designs. In 2010, Wang et al. [50] have firstly investigated the performance of M-ary DCSK in multiple-input-multiple-output (MIMO) multipath fading channels, and have proposed two transceiver schemes for such a system to achieve spatial diversity effectively. Aiming at validating the feasibility of the usage of chaotic communications in MIMO multipath fading scenarios, two different types of space-time block code (STBC)-based DCSK systems have been designed and analyzed [51]–[53]. In particular, the channel state information (CSI) is required in one STBC-DCSK system [51], [52] but not in the other [53]. In some practical scenarios, the transmitters may not be able to support multiple antennas owing to the constraints of size, complexity, power, cost, etc. To tackle this problem, a novel MIMO relay DCSK cooperative-diversity (DCSK-CD) system, which consists of a single-antenna transmitter, a multi-antenna relay and a multi-antenna receiver, has been formulated [54]. Alternatively, cooperation between two single-antenna users can also yield spatial diversity with relatively lower implementation complexity [55], [56]. Inspired by such an idea, some DCSK-CC systems have been constructed in [17], [57]–[59]. Besides spatial-diversity techniques, error-control techniques [60]–[63] can be exploited to dramatically boost the error performance and throughput of wireless communication systems. For example, error-correction codes (ECCs) [64]–[70] and automatic repeat request/cooperative automatic repeat request (ARQ/CARQ) [18] have been taken into account in designing DCSK-based systems. Additionally, bandwidth-efficient network coding (NC)-DCSK systems [71], [72] and multi-resolution (MR)-based M-ary DCSK system [73] have been proposed over multipath fading channels with the use of the network coding techniques [74]–[76] and MR modulation [77], [78].

Although chaos-based communication systems have received a significant amount of attention in the past two decades, they are mostly restricted to academic research. To speed up the real-life deployment of such technologies, greater effort has been dedicated to expanding their application scenarios. Recently, it has been proved that DCSK-based modulations are particularly suitable for short-range ultra-wideband (UWB) wireless communications [79]–[83]. As a non-coherent transmitted-reference (TR) system, the frequency-modulated (FM)-DCSK not only inherits the advantages of conventional DCSK but also possesses the benefits of TR systems [84]–[86]. In consequence, FM-DCSK stands out as a very desirable scheme for UWB transmission, especially for low-cost, low-power and low-complexity WPAN/WSN applications [57], [87], [88]. Inspired by the aforementioned superiorities, a variety of DCSK-based systems have been extended to UWB transmission environments, forming various FM-DCSK-based UWB systems such as cooperative FM-DCSK UWB system [89], single-input multiple-output (SIMO) FM-DCSK UWB system [90], MIMO-relay FM-DCSK UWB system [91], STBC-FM-DCSK UWB system [53] as well as ARQ-based FM-DCSK UWB system [92]. Huang et al. [93] have also investigated the performance of FM-DCSK UWB for wireless medical applications. At the same time, several chaotic modulation schemes have been proposed as possible solutions for the UWB radio standards in WPANs by the IEEE 802.15.4a Task Group [94]–[96]. In addition, the chaos-based UWB pulse has already been involved in the latest international

²“Multiple-access” and “multi-user” may be used interchangeably in this paper.
standard for wireless body area networks (WBANs), i.e., IEEE 802.15.6 [97]. All the above-mentioned applications and standards have indicated that DCSK possesses a great potential to becoming an excellent alternative for low-power short-range wireless communications.

This paper provides a comprehensive survey of the state-of-the-art DCSK-based communication system design and analysis over AWGN and multipath fading channels, as well as their applications to UWB transmission scenarios. To begin with, the basic principles of chaotic modulations including CSK and DCSK are reviewed. Afterwards, some classical variants of DCSK as well as their corresponding advantages are elaborated. Following these foundations, a compact overview of the design of DCSK in conjunction with various critical techniques in wireless communications is presented. Furthermore, the research endeavors in the application of DCSK-based systems to UWB scenarios and the optimization techniques are described.

Although the list of the references may not be exhaustive, the articles cited as well as the references therein can be served as a good starting point for further reading by the interested readers. In particular, tutorial-style articles, such as [20], [23], [30], have reviewed the fundamental principles of CSK, DCSK, FM-DCSK, $M$-ary DCSK, and their performance over AWGN channels. In fact, the aforementioned articles have limited their attention to the available advancements till 2004. Against this background, this survey focuses on the latest development and important milestones of DCSK-based communication systems in the recent decade. To the best of our knowledge, this is the first general survey on DCSK-based communication systems over multipath fading channels, and hence can be considered as a useful reading for the interested researchers.

The remainder of this paper is organized as follows. In Section II, the basic principles and a historical overview of DCSK-based communication system are provided. In Section III, the research achievement in the structure improvement of DCSK (i.e., variants of DCSK) is summarized. The development of DCSK-based modulations in wireless communication systems, i.e., the joint design of DCSK and other crucial techniques in wireless communications, is described in Section IV. In Section V, we survey a promising application of DCSK, i.e., FM-DCSK-based UWB systems, and the corresponding optimization methodologies. Finally, the concluding remarks and future research directions are outlined in Section VI. To facilitate the reading of this treatise, the list of abbreviations used in this survey is shown in Table I.

## II. Principles of DCSK Communication Systems

As a typical chaotic modulation scheme, the CSK, which was first proposed by Dedieu et al. [9], is considered as the fundamental basis of DCSK. More importantly, it can provide a benchmark for the performance evaluation of other chaotic modulations, e.g., DCSK and its variants. For this reason, the working principles of CSK are first introduced in this section. Then the basic knowledge of DCSK together with the channel models (CMs) under which DCSK systems will be considered

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK/NACK</td>
<td>acknowledgement/negative ACK</td>
</tr>
<tr>
<td>AF</td>
<td>amplify-and-forward</td>
</tr>
<tr>
<td>ANC</td>
<td>analog network coding</td>
</tr>
<tr>
<td>AR4JA</td>
<td>accumulate-repeat-by-4-jagged-accumulate</td>
</tr>
<tr>
<td>ARQ/ARQ</td>
<td>automatic repeat request/cooperative ARQ</td>
</tr>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>BCJR</td>
<td>Bahl-Cocke-Jelinek-Raviv</td>
</tr>
<tr>
<td>BER</td>
<td>bit-error rate</td>
</tr>
<tr>
<td>BP</td>
<td>bit protection</td>
</tr>
<tr>
<td>BSC/SCA</td>
<td>bit-to-symbol/symbol-to-bit conversion</td>
</tr>
<tr>
<td>CC/CD</td>
<td>cooperative communication/cooperative diversity</td>
</tr>
<tr>
<td>CM</td>
<td>channel model</td>
</tr>
<tr>
<td>CMOS</td>
<td>complementary metal oxide semiconductor</td>
</tr>
<tr>
<td>COOK</td>
<td>chaotic on-off keying</td>
</tr>
<tr>
<td>CPC</td>
<td>chaotic-pulse cluster</td>
</tr>
<tr>
<td>CS/GCS</td>
<td>coded-shifted/generalized CS</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
<tr>
<td>CSK/DCSK</td>
<td>chaos shift keying/differential CSK</td>
</tr>
<tr>
<td>DC</td>
<td>differentially coherent</td>
</tr>
<tr>
<td>DDCSK</td>
<td>differentially DCSK</td>
</tr>
<tr>
<td>DF/EF</td>
<td>decode-and-forward/error-free</td>
</tr>
<tr>
<td>DPSK</td>
<td>differential phase shift keying</td>
</tr>
<tr>
<td>DS/DS/DCS</td>
<td>direct-sequence/DSSS spread-spectrum</td>
</tr>
<tr>
<td>EGC</td>
<td>error-correction code</td>
</tr>
<tr>
<td>EGC</td>
<td>equal-gain combiner</td>
</tr>
<tr>
<td>FER</td>
<td>frame-error rate</td>
</tr>
<tr>
<td>FM</td>
<td>frequency-modulated</td>
</tr>
<tr>
<td>FSK</td>
<td>frequency-shift-keying</td>
</tr>
<tr>
<td>GA</td>
<td>Gaussian approximation</td>
</tr>
<tr>
<td>GML</td>
<td>generalized-maximum-likelihood</td>
</tr>
<tr>
<td>HDR</td>
<td>high-data-rate</td>
</tr>
<tr>
<td>IUI/IPI</td>
<td>inter-user/pulse interference</td>
</tr>
<tr>
<td>IT/ISI</td>
<td>inter-transmit-antenna/symbol interference</td>
</tr>
<tr>
<td>IR/IR</td>
<td>iterative receiver/non-IR</td>
</tr>
<tr>
<td>LDPC</td>
<td>low-density parity-check</td>
</tr>
<tr>
<td>LRR</td>
<td>log-likelihood-ratio</td>
</tr>
<tr>
<td>LOS/NLOS</td>
<td>line-of-sight/non-LOS</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>MAC/CDMA</td>
<td>multi-access/code-division MA</td>
</tr>
<tr>
<td>MCM/MR</td>
<td>multi-carrier/multi-resolution</td>
</tr>
<tr>
<td>MGF</td>
<td>moment generating function</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input-multiple-output</td>
</tr>
<tr>
<td>MRC</td>
<td>maximum-ratio combiner</td>
</tr>
<tr>
<td>MT-EGC</td>
<td>multicode transmission with EGC</td>
</tr>
<tr>
<td>NC</td>
<td>non-cooperative</td>
</tr>
<tr>
<td>PA</td>
<td>product-accumulate</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PRN</td>
<td>pseudo-random noise</td>
</tr>
<tr>
<td>PNC/PNC</td>
<td>physical-layer network coding/improved PNC</td>
</tr>
<tr>
<td>PSCP/SPC</td>
<td>parallel-to-serial/serial-to-parallel converter</td>
</tr>
<tr>
<td>PSK/BPSK</td>
<td>phase-shift-keying/binary-PSK</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>quality of service</td>
</tr>
<tr>
<td>RF</td>
<td>radio-frequency</td>
</tr>
<tr>
<td>SG-BF</td>
<td>stochastic-gradient method for beamformer update</td>
</tr>
<tr>
<td>SISO</td>
<td>single-input multiple-output</td>
</tr>
<tr>
<td>SISO</td>
<td>single-input single-output</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>STBC</td>
<td>space-time block code</td>
</tr>
<tr>
<td>SU</td>
<td>single-user</td>
</tr>
<tr>
<td>TR</td>
<td>transmitted-reference</td>
</tr>
<tr>
<td>USRP</td>
<td>universal software radio peripheral</td>
</tr>
<tr>
<td>UWB</td>
<td>ultra-wideband</td>
</tr>
<tr>
<td>VBLAST</td>
<td>vertical-Bell Labs-layered-space-time</td>
</tr>
<tr>
<td>VDMA</td>
<td>variant-delay MA</td>
</tr>
<tr>
<td>WBAN/WPAN</td>
<td>wireless body/personal area network</td>
</tr>
<tr>
<td>WC</td>
<td>Walsh code</td>
</tr>
<tr>
<td>WSN</td>
<td>wireless sensor network</td>
</tr>
</tbody>
</table>
are presented. Afterwards, the major contributions made in the field of DCSK-based communication systems are summarized.

A. CSK System

The block diagram of a (binary) CSK communication system is depicted in Fig. 1 [23], [98]. As can be observed, only one chaos generator is used at the transmitter terminal. In such a system, the \( i \)-th bit \( b_i \in \{+1, -1\} \) is represented by one chaotic sequence \( c_i = \{c_{i,j}\} \), where \( i = 1, 2, \ldots; j = 1, 2, \ldots \); \( c_{i,j} \) is the \( i \)-th component chaotic sample; and \( E(c_{i,j}) = 0 \). Assume that the durations of a chaotic sample and a bit are denoted by \( T_c \) and \( T \), respectively, and the global spreading factor is denoted by \( 2\beta = T/T_c \). Accordingly, the \( j \)-th modulated sample output from a CSK modulator corresponding to \( b_i \) is expressed as \( s_{i,j} = b_ic_{i,j} \), where \( j = 1, 2, \ldots , 2\beta \); \( c_{i,j} \) serves as the carrier, and \( s_{i,j} = \{s_{i,1}, s_{i,2}, \ldots , s_{i,2\beta}\} \) denotes the overall baseband transmitted signal during the \( i \)-th bit duration. Note that both \( s_{i,j} \) and \( c_{i,j} \) are real numbers. As a result, the transmit energy per bit is \( E_b = \sum_{j=1}^{2\beta} s_{i,j}^2 = \sum_{j=1}^{2\beta} c_{i,j}^2 = 2\beta E(c_{i,j}^2) \), where \( E(\cdot) \) denotes the expectation operator. This signal is then passed through a given channel\(^3\) and detected by a coherent demodulator. Based on the signal vector \( r_i = [r_{i,1}, r_{i,2}, \ldots , r_{i,2\beta}] \) received in the \( i \)-th transmission period (i.e., bit duration), a decision metric (demodulator output) \( z_i \) is computed using \( z_i = \sum_{j=1}^{2\beta} r_{i,j}c_{i,j} \). Then the decoded bit is determined based on a hard-decision rule: \( \hat{b}_i = +1 \) if \( z_i \geq 0 \) and \( \hat{b}_i = -1 \) otherwise [98].

As can be seen from Fig. 1, the synchronization circuit plays a crucial role in the detection process because it is required to recover the “noise-like” chaotic carrier \( \tilde{c}_i \) based on the noisy received signal \( r_i \). When the noise is extremely small and the channel varies slowly, synchronization of chaotic circuits and chaotic maps can be achieved using adaptive controllers [99] or neural networks [100]. Unfortunately, the existing chaos-synchronization algorithms are not able to provide satisfactory performance in noisy environments, and thus the realization of synchronization circuit is still an intractable problem at present [19], [82], [101]. Precisely speaking, the realization of chaos-synchronization circuit should be a profound technical subject, which is beyond the scope of this treatise. We therefore refer the interested readers to the aforementioned publications for more details.

Note also that

- In this paper, \( n_i = [n_{i,1}, n_{i,2}, \ldots , n_{i,2\beta}] \) represents an additive-white-Gaussian-noise (AWGN) sequence of length \( 2\beta \), unless otherwise specified. Moreover, \( n_{i,j} \) has a zero mean and variance \( \sigma_n^2 \), i.e., \( n_{i,j} \sim N(0, \sigma_n^2) \); and \( N_0 = 2\sigma_n^2 \) denotes the noise power-spectral density.
- Many maps, e.g., logistic map, cubic map, and Bernoulli-shift map, can be employed to generate different chaotic sequences [23]. In this paper, the logistic map (i.e., \( c_{i,j+1} = 1 - 2c_{i,j}^2 \)) is used because of its simplicity.

B. DCSK System

1) Single-user DCSK System: For tackling the practical weakness of CSK system, a more robust chaos-based system equipped with a DC demodulator — DCSK system — has been proposed by Kolumban et al. [12]. Fig. 2 shows the block diagram of a single-user (SU) DCSK communication system, in which the synchronization circuit is not required. Distinguished from the CSK system, the DCSK system represents each information bit by two chaotic sequences (i.e., fragments) of length \( \beta \), i.e., the chaotic-reference sequence and the information-bearing sequence. To be specific, the information-bearing sequence equals the reference sequence if \( b_i = 1 \); otherwise (i.e., \( b_i = -1 \)), it equals the negative of the reference sequence. Mathematically, the \( j \)-th output sample of the DCSK transmitter can be written as

\[
s_{i,j} = \begin{cases} c_{i,j} & \text{if } 1 \leq j \leq \beta, \\ b_i c_{i,j-\beta} & \text{if } \beta + 1 \leq j \leq 2\beta, \end{cases}
\]

(1)

As indicated by (1), the transmitted signal can be further expressed as \( s_i = [c_i c'_i] \), where \( c_i = [c_{i,1}, c_{i,2}, \ldots , c_{i,\beta}] \) denotes the reference sequence and \( c'_i = b_i c_i \) denotes the information-bearing sequence.

At the receiver, a DC demodulator (instead of a coherent demodulator in CSK) is utilized to demodulate the received signal \( r_i \) [12], while the decision rule is the same as that in

---

\(^3\)The description of the CMs for chaotic modulations is ignored here but will be thoroughly discussed in Sect. II-B3.
the CSK system. In particular, there is no need to capture the CSI (or the chaotic carrier) when performing the detection in DCSK-based communication systems [23], [28]. Consequently, such a demodulator does belong to the noncoherent-demodulator category. In comparison with the CSK system, the DCSK system possesses an easier implementation architecture at the expense of about 6 dB performance degradation over AWGN channels [20], [23], [28]. Yet, the performance degradation will be reduced under multipath fading scenarios because DCSK can significantly mitigate the effect of such channel imperfections.

To elaborate a little further, we discuss the cross-correlation property of DCSK signals, which is of great importance when attempting to generalize an SU case to an MA scenario. Fig. 3 illustrates the normalized auto-correlation function (i.e., $R_{AC}$) and cross-correlation function (i.e., $R_{CC}$) of DCSK sequences of length $2\beta = 256$, where $\tau_0$ denotes the normalized time delay. It can be observed that due to the finite-length property, two different DCSK sequences have low cross-correlations rather than being perfectly orthogonal ($R_{CC} \rightarrow 0$). To deal with this issue, a chaotic sequence can be multiplied with a $2n$-order WC [102] to produce $n$ different DCSK sequences that strictly satisfy the orthogonality property [20].

In 2004, Kolumban et al. [29] have further proposed a new energy-based detector configuration (referred to as GML detector), for the DCSK/FM-DCSK system. Moreover, it is applicable to most variants of the DCSK/FM-DCSK system. The GML detector exploits the available a-priori information of the DCSK signal and thus achieves better error performance than the conventional DC detector.

2) MA-DCSK system: Similar to the existing DSSS systems [103], [104], MA is also considered as an essential feature in the application of DCSK-based systems. In fact, there exist several different MA-DCSK systems such as variable-delay-MA (VDMA) DCSK system [41], [105], code-division-MA (CDMA) DCSK system [106] and WC-DCSK system [20]. Among these systems, the WC-DCSK system has the best error performance and hence has been intensely investigated over the past ten years.

In an $N$-user MA-DCSK system where $N = 2^n/2$, a $2N$-order orthogonal WC sequence, defined as [20]

$$W_{2^n} = \begin{bmatrix} W_1 & W_{2^n-1} \\ W_{2^n-1} & -W_1 \end{bmatrix}, \quad n = 1, 2, \ldots$$

where $W_2 = W_1 = 1$, is exploited to avoid the inter-user interference (IUI). In this case, each DCSK-modulated signal consists of $2^n = 2N$ fragments and each fragment length equals $f = 2\beta/(2N)$. Here, we consider the $i$-th bit period of the $k$-th user $U_k$. Denote $c_{k,i}$ as the reference-chaotic sequence of length $f$ used for the $i$-th bit. Furthermore, the $k$-th user is assigned with the $(2k-1)$-th and $2k$-th row vectors in $W_{2^n}$. If the $i$-th bit $b_i$ equals 1, the $(2k-1)$-th row vector is used for the transmission; and if the $i$-th bit $b_i$ equals $-1$, the $2k$-th row vector is used. Denoting $w_{l,m}$ as the $(l,m)$-th element of the $2N$-order WC, the transmitted DCSK signal of the $k$-th user during the $i$-th bit period can be written as

$$s_{k,i} = [w_{2k-1,1}c_{k,i}, w_{2k-2,1}c_{k,i}, \ldots, w_{2k-1,2N}c_{k,i}]$$

where $b_i = (b_i + 1)/2$.

At the receiving end, a GML detector, whose structure is shown in Fig. 4, is employed to estimate the source from the channel while $r_i$ denotes the received signal from the channel where $E_{k,b_i=\pm1}$ denotes the weighted energy corresponding to $b_i = \pm1$. Note that we omit here the expressions for $r_i$ and $E_{k,b_i=\pm1}$, the details of which can be found in [17], [20], [45]. One can also refer to these references for more comprehensive knowledge of the MA-DCSK framework.

**Remark:** In this paper, we assume that the WCs (i.e., the system) are synchronized perfectly in [17], [18], [41], [49], [55], [56], [72], [107] and therefore the IUI can be substantially eliminated. In a practical wireless environment, the WCs used in the downlink channels can be considered as synchronous while those in the uplink channels are always asynchronous. Yet, due to the good cross-correlation properties of chaotic sequences and WCs [17], [18], [41], it has been pointed out that the performance of DCSK-based systems does not vary much even if the channels corresponding to different users are not synchronized perfectly.

3) Channel Models: Broadly speaking, DCSK-based systems have been studied under two different channel models (CMs) in the literature. Initially, most contributions related to DCSK-based systems were investigated over AWGN channels with or without delay spread [20], [23], [30], [41], [42], [84]. In fact, the AWGN channel represents a type of simplest noisy CM and therefore the corresponding theoretical analysis and design can be easily carried out. Since 2003, more and more research effort [19], [27], [28], [50]–[54], [57]–[59] has been spent on investigating DCSK-based systems over multipath fading channels — a type of wireless channel that can substantially degrade the quality of the received signals.

\[\text{Fig. 3. Normalized auto-correlation and cross-correlation functions of DCSK sequences. The parameter used is } \beta = 128.\]
Mathematically, the input and output relationship of a multipath fading channel in an SU-DCSK system is given by

\[ r_{i,j} = \sum_{l=1}^{L} \alpha_l s_{i,j-l/T_s} + n_{i,j}, \quad 1 \leq j \leq 2\beta, \quad (3) \]

where \( r_i = \{r_{i,j}\} \) is the received signal; \( L \) denotes the total number of paths; \( \alpha_l \) and \( \tau_l = \kappa T_s \) are, respectively, the channel gain and the time delay of the \( l \)-th path; \( \kappa \) (i.e., normalized time delay) is a non-negative integer that satisfies \( \kappa \ll 2\beta \); and \( n_{i,j} \sim \mathcal{N}(0, N_0/2) \) is the Gaussian noise. In particular, \( \alpha_l \) is a random variable subject to a certain distribution, e.g., Rayleigh fading [17], [28], Ricean fading [19], [27], and Nakagami-\( m \) fading [108], [109].

In the last ten years or so, research on DCSK-based systems are usually focused on Rayleigh fading channels [17], [28], [35], [36], [43]–[45], [50]–[53]. However, Rayleigh-fading does not satisfy the statistical characteristics of land-mobile systems, complex indoor environments, as well as ionospheric radio links. Fortunately, Nakagami-\( m \) fading can provide the best fit for the characteristics of such wireless channels [110]. As a result, Nakagami-\( m \) fading appears to be a more generalized distribution by which a myriad of fading environments (e.g., severe, light, or non-fading) can be accurately characterized. For these reasons, a great deal of research work has been dedicated to designing and analyzing DCSK-based systems in Nakagami fading channels [18], [49], [54], [58], [105].

Based on the above discussions, we will summarize the research achievements of DCSK-based systems over both AWGN channels and fading channels in the next subsection. Without loss of generality, however, for all the simulations carried out in this paper, we assume that the fading gains in the multipath fading channels follow a Nakagami-\( m \) distribution.

**Example 1:** We simulate the bit-error-rate (BER) performance of a two-user (i) MA-DCSK system, (ii) MA-CSK system, and (ii) CDMA system over a multipath Nakagami fading channel with a fading depth of \( m = 2 \), and show the results in Fig. 5. For the CDMA system, maximal sequences are used for spreading4. It can be observed that the MA-CSK and CDMA systems outperform the DCSK system in the low signal-to-noise-ratio (SNR) region because coherent detectors have been adopted in these systems. Yet, they become inferior to the MA-DCSK system in the high-SNR region. It is because

\[^4\text{For the sake of a fair comparison, an extra “0” is added at the end of the maximal sequences to produce an even sequence length [111], [112].} \]
III. VARIANTS OF DCSK

Motivated by its desirable properties, DCSK has been thoroughly studied in terms of error performance, energy efficiency, data rate, etc. For the sake of further improving such a technique, a variety of variants have been developed and each of them can outperform the conventional DCSK in certain aspects. In this section, we cover the development in the design and analysis of some meritorious variants of DCSK.

A. FM-DCSK

1) Principles of FM-DCSK: Due to the inherent non-periodic property of chaotic signals, the bit energy of a DCSK modulation system cannot be kept constant but varies from bit to bit. To avoid this problem, FM-DCSK has been proposed by Kolumban et al. [31]. It seamlessly combines DCSK with FM so as to produce a constant-bit-energy wideband chaotic signal with no compromise in the attainable error performance. Fig. 6 presents the transmitter configuration of an FM-DCSK system, whereas the receiver is the same as that in the conventional DCSK system.

Inspired by this work, a great deal of attention has been paid to this research area and a significant amount of research achievements have been attained [29], [32], [57], [64], [65], [79], [84], [85], [85]-[93], [114], [117]-[119], [123]. Aiming to illustrate a little further, we also introduce some important milestones in the development of FM-DCSK.

2) Performance improvement: As a further advance, the structure of FM-DCSK has been modified by Kolumban et al. [32] so as to form an improved version of FM-DCSK (referred to as IFM-DCSK). In the IFM-DCSK system, suppose that there are totally $\Lambda$ bits to be transmitted in each transmission period$^7$. The information-bearing sequences that correspond to $\Lambda$ source bits employ the same chaotic sequence as the reference sequence. The signal formats of the conventional FM-DCSK and IFM-DCSK are depicted in Fig. 7. Referring to this figure, we have $c_i = b_i c_i$ for the FM-DCSK scheme, where $1 \leq i \leq (\Lambda + 1)/2$, $b_i$, $c_i$, and $c'_i$ denote the $i$-th bit, $i$-th reference-chaotic sequence, and $i$-th information-bearing sequence, respectively. On the other hand, we have $c_i = b_i c_i$ and $c'_i = b_{i-1} c_i$ for the IFM-DCSK scheme, where $2 \leq i \leq \Lambda$. In general, $c'_i \in \{+c_1, -c_1\} \ (1 \leq i \leq (\Lambda + 1)/2)$ for the IFM-DCSK scheme. In accordance with the above description, the information-bearing sequence $c'_i$ $(2 \leq i \leq (\Lambda + 1)/2)$ in the FM-DCSK scheme should be different from that in the IFM-DCSK scheme since the reference-chaotic sequence $c_i$ in the former scheme varies from bit to bit.

Based on the structure of IFM-DCSK, a noise-mitigation methodology has also been proposed in the same paper to further enhance the error performance. Interested readers can refer to [32] for more details.

As compared with FM-DCSK, IFM-DCSK possesses some outstanding advantages.

- The data rate is increased from 1/2 to $\Lambda/(\Lambda + 1)$.
- The transmitted energy per bit is reduced from $E_b$ to $(\Lambda + 1) E_b/(2\Lambda)$, provided that the transmitted energy per fragment keeps as $E_b/2$.
- The error performance is improved with the same demodulator.

Nevertheless, the IFM-DCSK suffers from a more complicated transmitter.

In addition to the improvement of the transmitted signal (i.e., transmitter), some research effort has been made to enhance the performance of FM-DCSK system from other perspectives. For instance, Kolumban et al. [29] have conceived an optimum non-coherent detector, i.e., GML detector, for FM-DCSK systems. The superiority of GML detector, whose structure has been depicted in Fig. 4, will be more obvious for MA scenarios.

3) Implementation: Along with the information-theoretical development of FM-DCSK systems, some researchers have devoted efforts to the hardware realization of such systems. In 2012, Krebesz et al. [123] have successfully implemented the FM-DCSK system on the universal-software-radio-peripheral (USRP) platform based on a complex-envelope approach. Moreover, the theoretical error performance of FM-DCSK

$^7$It has been shown in [32] that the number of information-bearing sequences should be between 2 and 4. Otherwise high spikes may appear in the spectrum of the overall transmitted signal.
TABLE II
MAJOR CONTRIBUTIONS IN THE STUDY OF DCSK-BASED COMMUNICATION SYSTEMS.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>Kolumban et al. [12]</td>
<td>Proposed the DCSK modulation.</td>
</tr>
<tr>
<td>1997</td>
<td>Kolumban et al. [40]</td>
<td>Developed an MA technique for the DCSK system, forming the first MA-DCSK system.</td>
</tr>
<tr>
<td>1998</td>
<td>Kolumban et al. [31]</td>
<td>Proposed the FM-DCSK, which possesses both excellent error performance and constant bit-energy.</td>
</tr>
<tr>
<td>1998</td>
<td>Kolumban et al. [15]</td>
<td>Reviewed the existing chaos-synchronization algorithms for chaos-based communication systems.</td>
</tr>
<tr>
<td>1999</td>
<td>Kolumban et al. [32]</td>
<td>Proposed two enhanced versions of DCSK/FM-DCSK in order to improve the energy efficiency and performance.</td>
</tr>
<tr>
<td>1999</td>
<td>Kennedy et al. [79]</td>
<td>First investigation on the simulated error performance of DCSK systems over multipath fading channels.</td>
</tr>
<tr>
<td>2000</td>
<td>Abel et al. [21]</td>
<td>Presented the cumulant analysis tools, which are particularly suitable for DCSK systems, for chaos-based communication systems in AWGN channels.</td>
</tr>
<tr>
<td>2001</td>
<td>Galis et al. [34]</td>
<td>Introduced a multilevel version of DCSK modulation, i.e., QCSK, which exhibits similar error performance but has a higher data rate as compared to DCSK.</td>
</tr>
<tr>
<td>2001</td>
<td>Ket et al. [117]</td>
<td>Built the first experimental FM-DCSK chaos radio system to predict the error performance in a realistic radio communication environment.</td>
</tr>
<tr>
<td>2002</td>
<td>Lau et al. [41]</td>
<td>Proposed a novel MA-DCSK system, namely the VDMA-DCSK system, and derived the numerical BER formula of the corresponding system.</td>
</tr>
<tr>
<td>2002</td>
<td>Kolumban et al. [20]</td>
<td>Characterized the performance of the DCSK system in multipath channels, and introduced the WC sequence into the DCSK system so as to realize MA capability.</td>
</tr>
<tr>
<td>2003</td>
<td>Lau et al. [23]</td>
<td>Provided a fundamental tutorial for CSK/DCSK systems and addressed their design and analysis principles over AWGN channels.</td>
</tr>
<tr>
<td>2003</td>
<td>Kolumban et al. [118]</td>
<td>Extended the DCSK/FM-DCSK to non-binary domain, forming the M-ary DCSK/FM-DCSK, which accomplishes better performance at the expense of degrading the spectral efficiency.</td>
</tr>
<tr>
<td>2003</td>
<td>Lau et al. [48]</td>
<td>Analyzed the performance of DCSK system under the influence of a coexisting DSSS system in AWGN channels.</td>
</tr>
<tr>
<td>2003</td>
<td>Mandal et al. [27]</td>
<td>Attempted to evaluate the error performance of DCSK system in multipath Rayleigh fading channels.</td>
</tr>
<tr>
<td>2004</td>
<td>Kolumban et al. [29]</td>
<td>Designed a novel energy detector, i.e., GML detector, for DCSK system, which can achieve a better performance in AWGN channels.</td>
</tr>
<tr>
<td>2004</td>
<td>Wang et al. [64]</td>
<td>Introduced and studied low-density parity-check (LDPC)-coded FM-DCSK system.</td>
</tr>
<tr>
<td>2004</td>
<td>Xia et al. [28]</td>
<td>Analyzed the BER performance of DCSK system in multipath Rayleigh fading channels with delay spread.</td>
</tr>
<tr>
<td>2005</td>
<td>Erkucuk et al. [81]</td>
<td>Proposed a new hybrid modulation scheme, i.e., the M-ary code shift/DCSK for low-rate UWB applications.</td>
</tr>
<tr>
<td>2005</td>
<td>Ye et al. [119]</td>
<td>Illustrated new characteristics and performance advantages of FM-DCSK system in comparison with the conventional DSSS system in multipath fading channels.</td>
</tr>
<tr>
<td>2006</td>
<td>Salberg et al. [120]</td>
<td>Developed a subspace detector for DCSK system and conducted a performance analysis of the M-ary FM-DCSK system exploiting orthogonal subspace-generating vectors.</td>
</tr>
<tr>
<td>2007</td>
<td>Mazzini et al. [121]</td>
<td>Proposed a chaos-based DS-UWB system for wireless-sensor-network applications.</td>
</tr>
<tr>
<td>2008</td>
<td>Chong et al. [82]</td>
<td>Designed an UWB direct chaotic communication system based on the chaotic on-off keying (COOK) and DCSK for the low-cost, low-power, and low-rate WPAN applications.</td>
</tr>
<tr>
<td>2008</td>
<td>Wang et al. [86]</td>
<td>Conceived a novel SIMO architecture for FM-DCSK system for improving the data rate and BER performance.</td>
</tr>
<tr>
<td>2008</td>
<td>Zhou et al. [43]</td>
<td>Studied the BER performance of an MA-DCSK system in multipath Rayleigh fading channels.</td>
</tr>
<tr>
<td>2009</td>
<td>Ma et al. [51]</td>
<td>Discussed the implementation of Alamouti STBC with DCSK in MIMO channels and demonstrated its performance enhancement with respect to the single-input-single-output (SISO) DCSK scheme.</td>
</tr>
<tr>
<td>2010</td>
<td>Min et al. [87]</td>
<td>Investigated and optimized the critical parameters, e.g., guard interval and integration interval, of the FM-DCSK UWB system over IEEE 802.15.4a indoor channels.</td>
</tr>
<tr>
<td>2010</td>
<td>Chen et al. [88]</td>
<td>Conceived a low-complexity data-aided timing-synchronization algorithm for FM-DCSK UWB systems.</td>
</tr>
<tr>
<td>2011</td>
<td>Xu et al. [35]</td>
<td>Proposed CS-DCSK scheme, which does not require any RF delay line at the receiver but achieves comparable performance as the conventional DCSK scheme.</td>
</tr>
<tr>
<td>2011</td>
<td>Wang et al. [90]</td>
<td>Proposed an MA-DCSK system, namely the VDMA-DCSK system, and derived the numerical BER formula of the corresponding system.</td>
</tr>
<tr>
<td>2011</td>
<td>Wang et al. [40]</td>
<td>Introduced a novel SIMO FM-DCSK UWB system based on chaotic-pulse-cluster (CPC) signals, which not only reduces the length of time-delay unit but also obtains a significant performance gain over the existing counterparts.</td>
</tr>
<tr>
<td>2012</td>
<td>Xu et al. [17]</td>
<td>Developed and analyzed a two-user DCSK-CC system over multipath Rayleigh fading channels.</td>
</tr>
<tr>
<td>2012</td>
<td>Kaddoum et al. [19]</td>
<td>Proposed a generalized BER analytical methodology for DCSK system in both AWGN and fading channels, which can provide an accurate BER prediction for small spreading factors.</td>
</tr>
<tr>
<td>2012</td>
<td>Chen et al. [45]</td>
<td>Developed WC-DCSK modulation scheme, which leads to a more satisfactory performance as well as lower sensitivity to ISI in MA transmission environments.</td>
</tr>
<tr>
<td>2012</td>
<td>Kaddoum et al. [39]</td>
<td>Proposed an analog STBC-DCSK system without channel estimation, which can effectively suppress IUI.</td>
</tr>
<tr>
<td>2013</td>
<td>Fang et al. [54]</td>
<td>Designed and analyzed a MIMO relay DCSK-CD system over multipath Nakagami fading channels.</td>
</tr>
<tr>
<td>2013</td>
<td>Chen et al. [53]</td>
<td>Designed and analyzed a MIMO relay DCSK-CD system over multipath Nakagami fading channels.</td>
</tr>
<tr>
<td>2014</td>
<td>Kaddoum et al. [37]</td>
<td>Proposed an STBC-DCSK system with channel estimation, which can effectively suppress IUI.</td>
</tr>
<tr>
<td>2014</td>
<td>Kaddoum et al. [72]</td>
<td>Developed and analyzed a new bandwidth-efficient ANC-based MC-DCSK system in AWGN and multipath Rayleigh/Rician fading channels.</td>
</tr>
<tr>
<td>2014</td>
<td>Xu et al. [49]</td>
<td>Investigated the error performance of the combined CS-DCSK-BPSK system over both AWGN and multipath Nakagami fading channels.</td>
</tr>
<tr>
<td>2015</td>
<td>Fang et al. [18]</td>
<td>Designed a DCSK-ARQ/CAQ system to achieve the goal of boosting the error performance and throughput of DCSK non-cooperative (NC)/CC system.</td>
</tr>
<tr>
<td>2015</td>
<td>Lyu et al. [70]</td>
<td>Introduced and evaluated performance of LDPC-coded M-ary DCSK system with an iterative receiver (IR).</td>
</tr>
<tr>
<td>2015</td>
<td>Wang et al. [73]</td>
<td>Applied the STBC modulation to DCSK system, forming the M-ary DCSK system, to satisfy different quality-of-service (QoS) requirements for different transmitted bits within a symbol.</td>
</tr>
<tr>
<td>2015</td>
<td>Kaddoum et al. [122]</td>
<td>Proposed an MA orthogonal-frequency-division-multiplexing (OFDM)-based DCSK system.</td>
</tr>
</tbody>
</table>

The table provides a summary of major contributions in the study of DCSK-based communication systems from 1996 to 2015, covering various aspects such as modulation schemes, error performance, and applications in different communication channels and environments.
realization is expected.

In summary, FM-DCSK has already exhibited very promising characteristics (e.g., stable bit energy, excellent performance and easy implementation) and has become a good candidate for short-range wireless communication applications, such as WPANs/WSNs and UWB communications.

B. QCSK

Quadrature CSK (QCSK), which is considered as a high-spectral-efficiency multilevel DCSK, was first proposed by Galias et al. in 2001 [34]. The block diagram of a QCSK system is shown in Fig. 8. In the sequel, we will describe the transceiver design of such a system as well as its advantage and disadvantage.

1) Transceiver structure: In contrast to DCSK, QCSK transmits a two-bit symbol rather than one bit in each transmission period (i.e., symbol period). We denote the i-th symbol by \( b_{i,x}, b_{i,y} \) where \( b_{i,x}, b_{i,y} \in \{+1, -1\} \). In fact, each symbol is represented by two chaotic fragments, each of length \( \beta \) — the reference-chaotic fragment \( c_i \) and the information-bearing fragment \( d_i \). The output of the QCSK transmitter during the i-th symbol period can be expressed as \( s_i = [c_i, d_i] \) where \( d_i = b_{i,x}c_{x,i} + b_{i,y}c_{y,i} \), \( c_{x,i} = c_i \), and \( c_{y,i} \) denotes an orthogonal sequence of \( c_{x,i} \). In reality, \( c_{y,i} \) can be generated with by using a Hilbert filter [34].

At the receiver terminal, based on the received signal \( r_i = s_i + n_i = [c_i, d_i] + n_i = [\tilde{c}_i, \tilde{d}_i] \), a modified DC detector can be utilized to decode the transmitted symbol \( q_i \), as shown in Fig. 8. Initially, the two "corrupted" orthogonal symbols, i.e., \( \tilde{c}_{x,i} \) and \( \tilde{c}_{y,i} \), are directly obtained from the noisy reference fragment \( c_i \). Afterwards, one can perform the detection by correlating \( \tilde{d}_i \) with \( \tilde{c}_{x,i} \) and \( \tilde{c}_{y,i} \), respectively, and calculate the two metric values \( z_{x,i} \) and \( z_{y,i} \). At the end, the detected signal \( q_i \) is yielded utilizing an appropriate decision-making rule.

2) Advantage and disadvantage: As can be seen from Fig. 8, the QCSK system is equivalent to two DCSK systems, with the difference that each information-bearing fragment in the QCSK system contains two bits of information. Benefiting from such an efficient transmission scheme, QCSK system doubles the data rate while keeping the error performance unchanged as compared with the DCSK system. Yet, the above advantage is accomplished at the expense of a relatively higher implementation complexity in both the transmitter and receiver.

Recently, another improved DCSK scheme has been proposed in [33]. It also aims at doubling the data rate of the conventional DCSK system by means of a time-reversal operation. The improved DCSK scheme enables a slight performance gain over the QCSK scheme in multipath fading channels.

C. M-ary DCSK

1) WC-based M-ary DCSK: In some practical applications, non-binary symbols rather than binary bits are to be transmitted in order to achieve a higher throughput. To achieve this aim, WC-based M-ary DCSK was introduced by Kolumban et al. in 2003 [118] and further elaborated by Kis in 2005 [30].

To ensure the orthogonality of \( M \) different transmitted DCSK signals, each DCSK sequence is first split into \( M \) chaotic fragments, each of length \( f \). These fragments, denoted by \( c_{i,m} \) \( (m = 1, 2, \ldots, M) \) for the i-th symbol duration, are further multiplied with a row vector of an M-order WC, which can be generated using (2). Consequently, the transmitted signal corresponding to the i-th symbol \( b_{i} \in \{0, 1, \ldots, M - 1\} \) is given as \( s_{b_i} = [w_{b_i+1,1}c_{i,1}, w_{b_i+1,2}c_{i,2}, \ldots, w_{b_i+1,M}c_{i,M}] \).

As in Sect. II-B2, a GML detector can be exploited to retrieve the source information at the receiver. The main difference between the GML detector used here and the one in Fig. 4 is that all the \( M \) different metrics, i.e., \( \tilde{E}_{b_i=0}, \tilde{E}_{b_i=1}, \ldots, \tilde{E}_{b_i=M-1} \), should be calculated so as to identify the estimated symbol \( \hat{b_i} \) in the M-ary scenario. As observed from the above description, the WC-based M-ary DCSK system is reduced to a conventional (binary) DCSK system if \( M = 2 \). Therefore, the M-ary DCSK is considered as a generalization of the conventional DCSK. More importantly, the error performance of the former scheme is superior to the latter scheme, and the performance gain will become larger as \( M \) increases [30].

Motivated by these advantages, more research on M-ary DCSK has been conducted in recent years [25], [69], [70]. For instance, the authors in [25] have delved into the channel capacity of M-ary DCSK in the context of an AWGN channel.
Example 2: Fig. 9 shows the BER results of $M$-ary DCSK systems over a multipath Nakagami fading channel with fading depth $m = 2$. Referring to this figure, the 4-ary DCSK system achieves a gain of 2.0 dB over the conventional DCSK system (i.e., $M = 2$) at a BER of $6 \times 10^{-5}$. However, the 4-ary DCSK system suffers from a lower spectral efficiency and a higher system complexity. In particular, the most challenging problem for implementing such a system is that all the $M$ chaotic fragments should be perfectly synchronized at symbol level.

2) PSK/QAM-based $M$-ary DCSK: In 2010, Wang et al. [50] have proposed another $M$-ary DCSK scheme based on phase-shift-keying (PSK)/quadrature amplitude modulation (QAM) and have called it MPSK/MQAM-DCSK. In such a system, each symbol $b_i \in \{0, 1, \ldots, M - 1\}$ is spread to a DCSK signal which includes one reference-chaotic fragment and one information-bearing fragment. Particularly, the information-bearing fragment is sent by modulating the reference-chaotic fragment with an $M$-ary symbol, and the modulation is realized by either MPSK or MQAM. Note that as in the conventional DCSK system, the reference-chaotic fragment sent in the PSK/QAM-based $M$-ary DCSK system is the chaotic sequence produced directly by a chaos generator.

According to the MPSK/MQAM-DCSK signal, two novel transceiver structures, i.e., the multicode transmission with equal-gain combiner (MT-EGC) and stochastic-gradient method for beamformer update (SG-BF), have also been conceived in [50]. Both transceiver schemes can effectively accomplish spatial diversity in MIMO multipath Rayleigh fading channels without the need of having CSI at either transmitter or receiver.

More specifically, the MT-EGC scheme employs a distinct chaotic sequence at each transmit antenna to spread the same symbol prior to transmission, and then uses EGC to process all the weighted signals output from the DC detectors corresponding to the receive antennas. On the other hand, the SG-BF scheme employs a single chaotic sequence and makes use of the adaptive transmit and receive beamforming at the transmitter and receiver, respectively. Here, the beamformers are updated via an SG algorithm, which is detailed in Sect. III-B of [50]. Between the two proposed strategies, the SG-BF scheme significantly outperforms the MT-EGC scheme and obtains a remarkable performance gain in MIMO multipath Rayleigh fading environments.

Remarks:
- The main difference between the PSK/QAM-based $M$-ary DCSK system and the conventional (binary) DCSK system lies in the structure of the information-bearing fragment.
- Given a fixed modulation order $M \geq 4$ (i.e., a fixed data rate $R_T$), the PSK/QAM-based $M$-ary DCSK scheme benefits from higher spectral efficiency but suffers from weaker error performance as compared to the WC-based $M$-ary DCSK scheme.

3) QCSK-based $M$-ary DCSK: The QCSK (i.e., 4-ary DCSK) can also be generalized to form a QCSK-based $M$-ary DCSK [34], [73]. Exploiting the idea of MPSK, a constellation of chaotic signals can be generated and hence the information-bearing sequence can be expressed as $d_i = e^{\sqrt{-1}\left(2\pi f_i / M\right)} = \cos\left(2\pi f_i / M\right) + \sqrt{-1} \sin\left(2\pi f_i / M\right)$, where $\sqrt{-1}$ denotes the imaginary unit of a complex number and $b_i \in \{0, 1, \ldots, M - 1\}$. This type of DCSK is termed as $M$-ary Q-DCSK1. Similarly, another type of QCSK-based $M$-ary DCSK, i.e., $M$-ary Q-DCSK2, can be formulated by designing a chaotic version of QAM if the constellation signals are not restricted to lie on the unit circle.

Example 3: We now compare the error performance of the $M$-ary Q-DCSK1 system and MPSK-DCSK system over a multipath Nakagami fading channel. Fig. 10 reveals that the $M$-ary Q-DCSK1 system outperforms the MPSK-DCSK system for a given value of $M$. They agree well with the results in an AWGN channel [73]. For example, the former one has a gain of about 1 dB with respect to the latter one in the high SNR region when $M = 4$. However, the performance gap between the two systems is reduced as $M$ increases. It should be noted that the performance gain of $M$-ary Q-DCSK1 system is obtained at a price of a slightly higher complexity.

Fig. 9. BER curves of the WC-based $M$-ary DCSK systems over a multipath Nakagami fading channel. The parameters used are $m = 2, L = 2, (\tau_1, \tau_2) = (0, T_s), M = 2, 4$, and $f = 40$.

Fig. 10. BER curves of the $M$-ary Q-DCSK1 system and MPSK-DCSK system over a multipath Nakagami fading channel. The parameters used are $m = 2, L = 2, (\tau_1, \tau_2) = (0, T_s), M = 4, 8, 16$, and $f = 64$. 

Example 2: Fig. 9 shows the BER results of $M$-ary DCSK systems over a multipath Nakagami fading channel with fading depth $m = 2$. Referring to this figure, the 4-ary DCSK system achieves a gain of 2.0 dB over the conventional DCSK system (i.e., $M = 2$) at a BER of $6 \times 10^{-5}$. However, the 4-ary DCSK system suffers from a lower spectral efficiency and a higher system complexity. In particular, the most challenging problem for implementing such a system is that all the $M$ chaotic fragments should be perfectly synchronized at symbol level.

2) PSK/QAM-based $M$-ary DCSK: In 2010, Wang et al. [50] have proposed another $M$-ary DCSK scheme based on phase-shift-keying (PSK)/quadrature amplitude modulation (QAM) and have called it MPSK/MQAM-DCSK. In such a system, each symbol $b_i \in \{0, 1, \ldots, M - 1\}$ is spread to a DCSK signal which includes one reference-chaotic fragment and one information-bearing fragment. Particularly, the information-bearing fragment is sent by modulating the reference-chaotic fragment with an $M$-ary symbol, and the modulation is realized by either MPSK or MQAM. Note that as in the conventional DCSK system, the reference-chaotic fragment sent in the PSK/QAM-based $M$-ary DCSK system is the chaotic sequence produced directly by a chaos generator.

According to the MPSK/MQAM-DCSK signal, two novel transceiver structures, i.e., the multicode transmission with equal-gain combiner (MT-EGC) and stochastic-gradient method for beamformer update (SG-BF), have also been conceived in [50]. Both transceiver schemes can effectively accomplish spatial diversity in MIMO multipath Rayleigh fading channels without the need of having CSI at either transmitter or receiver.

More specifically, the MT-EGC scheme employs a distinct chaotic sequence at each transmit antenna to spread the same symbol prior to transmission, and then uses EGC to process all the weighted signals output from the DC detectors corresponding to the receive antennas. On the other hand, the SG-BF scheme employs a single chaotic sequence and makes use of the adaptive transmit and receive beamforming at the transmitter and receiver, respectively. Here, the beamformers are updated via an SG algorithm, which is detailed in Sect. III-B of [50]. Between the two proposed strategies, the SG-BF scheme significantly outperforms the MT-EGC scheme and obtains a remarkable performance gain in MIMO multipath Rayleigh fading environments.

Remarks:
- The main difference between the PSK/QAM-based $M$-ary DCSK system and the conventional (binary) DCSK system lies in the structure of the information-bearing fragment.
- Given a fixed modulation order $M \geq 4$ (i.e., a fixed data rate $R_T$), the PSK/QAM-based $M$-ary DCSK scheme benefits from higher spectral efficiency but suffers from weaker error performance as compared to the WC-based $M$-ary DCSK scheme.

3) QCSK-based $M$-ary DCSK: The QCSK (i.e., 4-ary DCSK) can also be generalized to form a QCSK-based $M$-ary DCSK [34], [73]. Exploiting the idea of MPSK, a constellation of chaotic signals can be generated and hence the information-bearing sequence can be expressed as $d_i = e^{\sqrt{-1}\left(2\pi f_i / M\right)} = \cos\left(2\pi f_i / M\right) + \sqrt{-1} \sin\left(2\pi f_i / M\right)$, where $\sqrt{-1}$ denotes the imaginary unit of a complex number and $b_i \in \{0, 1, \ldots, M - 1\}$. This type of DCSK is termed as $M$-ary Q-DCSK1. Similarly, another type of QCSK-based $M$-ary DCSK, i.e., $M$-ary Q-DCSK2, can be formulated by designing a chaotic version of QAM if the constellation signals are not restricted to lie on the unit circle.

Example 3: We now compare the error performance of the $M$-ary Q-DCSK1 system and MPSK-DCSK system over a multipath Nakagami fading channel. Fig. 10 reveals that the $M$-ary Q-DCSK1 system outperforms the MPSK-DCSK system for a given value of $M$. They agree well with the results in an AWGN channel [73]. For example, the former one has a gain of about 1 dB with respect to the latter one in the high SNR region when $M = 4$. However, the performance gap between the two systems is reduced as $M$ increases. It should be noted that the performance gain of $M$-ary Q-DCSK1 system is obtained at a price of a slightly higher complexity.
D. CS-DCSK

1) Principles of CS-DCSK: In most conventional DCSK-based systems, there exist RF delay lines at the receiver terminal. These RF delay lines are extremely difficult to be realized using complementary metal oxide semiconductor (CMOS) technology. To avoid the use of RF delay lines and to facilitate more practical applications, CS-DCSK system has been proposed by Xu et al. [35].

In the conventional DCSK systems, the reference-chaotic sequence and information-bearing sequence are transmitted in two different time slots of one bit duration. In CS-DCSK, the aforementioned two sequences are transmitted in the same time slot and are distinguished by using two different row vectors of a WC. Generally speaking, the transmitted signal corresponding to the \( i \)-th bit duration is formulated as \( s_i = (w_R,1 + b_i w_{1,1})c_1, (w_R,2 + b_i w_{1,2})c_1, \ldots, (w_R,M + b_i w_{1,M})c_1 \), where \( w_R = [w_{R,1}, w_{R,2}, \ldots, w_{R,M}] \) and \( w_1 = [w_{1,1}, w_{1,2}, \ldots, w_{1,M}] \) denote two different row vectors in the \( M \)-order WC. Thus, we have \( w_1(w_R)^T = 0 \).

In accordance with the feature of CS-DCSK, a flexible demodulator that does not require any RF delay line has been developed in [35]. Referring to the paper, the demodulator consisting of a rectangular function, a WC generator and an integral operator computes a decision metric \( E \) based on the received signal. Finally, the source information is determined based on the value of \( E \). Here, the detailed description of the demodulator in CS-DCSK system is omitted but can be readily found in [35]. Besides the above-mentioned results, the theoretical error performance of CS-DCSK systems over AWGN and multipath Rayleigh fading channels has been analyzed in [35], where such a system to MA scenarios has also been extended. Note that the order of the WC exploited to implement a CS-DCSK modulation scheme should be at least equal to 2 (i.e., \( M \geq 2 \)).

For a given value of \( M \), the CS-DCSK system is similar to the WC-based \( M \)-ary DCSK system. Nonetheless, several differences exist between these two systems and are listed below.

1. Both the reference-chaotic sequence and information-bearing sequence are transmitted in the same time slot for CS-DCSK but they are transmitted in \( M \) separate time slots for \( M \)-ary DCSK. Therefore, CS-DCSK indeed belongs to binary-DCSK-modulation category while \( M \)-ary DCSK belongs to multilevel-DCSK-modulation category.
2. Although both systems possess RF delay lines at the transmitter, there is no RF delay line at the receiver of CS-DCSK system, which is its most distinguished advantage.
3. The CS-DCSK system can be reduced to a variant of the conventional DCSK system (i.e., 2-ary DCSK system) if \( M = 2 \).

Example 4: The BER results of the CS-DCSK system and conventional DCSK system over a multipath Nakagami fading channel with fading depth \( m = 2 \) are plotted in Fig. 11. For the sake of fair comparison, we adopt a 2-order WC to construct the CS-DCSK signal. It can be seen that the CS-DCSK system and conventional DCSK system produce identical error performance. Nevertheless, the former system benefits from the easier receiver implementation because delay lines are not required. These observations validate the advantage of the CS-DCSK system.

As a further discussion, we show the BER results of the CS-DCSK systems over a multipath Nakagami fading channel with different WC orders in Fig. 12, where the global spreading factor \( 2 \beta \) is kept constant (i.e., \( 2 \beta = 128 \)). As can be observed, the system performance is strongly dependent on the order of WC. For a fixed global spreading factor, the system performance deteriorates as \( M \) increases. It is because a larger \( M \) implies a smaller fragment length \( f = 2 \beta / M \), which in turn produces a more severe inter-symbol interference (ISI).

2) HDR-CS-DCSK: As is well known, the orthogonal property of WCs that are used in CS-DCSK systems may be dramatically deteriorated in asynchronous MA situations. Aiming at overcoming this drawback, the authors in [39] have proposed an improved version of CS-DCSK, namely...
**HDR-CS-DCK**, which not only can be easily extended to MA scenarios but also can achieve HDR. In HDR-CS-DCK, chaotic codes (instead of WCs) that possess extremely low auto/cross-correlation are exploited to distinguish the reference sequence from the information-bearing sequence. For every bit in each symbol, the corresponding component information-bearing sequence is formed by the multiplication of the reference sequence, a chaotic code, and the bit information. Then the overall information-bearing sequence is computed by summing all component information-bearing sequences.

Inspired by the idea in [35], the authors in [39] have conceived a hardware-friendly detector that does not require any delay lines. They have also proposed an improved framework of HDR-CS-DCK that can reduce the ISI. The main idea is to form a transmit signal by modulating the information-bearing sequence and reference-chaotic sequence into an in-phase signal and quadrature signal, respectively. Note also that the receiver should be modified accordingly based on the improved modulation scheme.

In addition to the design aspect, the theoretical analyses and simulations have been carried out. The results have demonstrated that HDR-CS-DCK has more outstanding error performance than CS-DCK, especially in the low-SNR region.

3) **GCS-DCK**: Parallel with the HDR-CS-DCK, a WC-based generalized CS-DCK (GCS-DCK) has been developed to achieve HDR in [115]. The major difference between GCS-DCK and HDR-CS-DCK is that the former one uses WCs rather than chaotic codes to isolate the reference-chaotic sequence and information-bearing sequences. Besides, the data rate of GCS-DCK scheme can be varied in an adaptive manner by adding new or removing some component information-bearing sequences. Yet, as compared to the HDR-CS-DCK system, the GCS-DCK system suffers from the drawback of relatively worse auto/cross-correlation in MA scenarios. Note that the authors in [115] have only considered the GCS-DCK system in an SU scenario but not MA scenario. Thus the application of GCS-DCK to practical wireless communications is still somewhat limited.

**E. DDCSK**

1) **Principles of DDCSK**: The design objective of all the DCSK variants reported previously is to boost the performance of SU-DCSK systems, but little is mentioned about the performance enhancement of MA-DCSK system [101]. In [45], a DDCSK modulation scheme was proposed for MA scenarios.

As in the DCSK system, there is a “reference” sequence and an information-bearing sequence for each information bit in the DDCSK system. DDCSK, however, uses the information-bearing sequence of the previous bit as the “reference” sequence of the current bit. In other words, only the information-bearing sequence is sent for each bit (except the first bit) because the “reference” sequence is already sent in the previous bit duration.

Suppose each frame consists of \( N_F + 1 \) time slots. We let \( c_0 \) be an initial reference-chaotic sequence of length \( f \), which is sent in time slot 0. \( c_0 \) serves as the reference sequence of the first bit. Then, the information-bearing sequence of the first information bit \( b_1 \) is given by \( b_1c_0 \) and is sent in time slot 1. Moreover, the information-bearing sequence \( c_i = b_iC_0 \) for the first information bit \( b_1 \) will serve as the reference sequence for the second information bit \( b_2 \). The information-bearing sequence for \( b_2 \), which is then given by \( c_2 = b_2c_1 \), will be sent in time slot 2. In general, \( c_i = b_ic_{i−1} \) (\( i = 1, 2, \ldots, N_F \)) is defined as the information-bearing sequence for the \( i \)-th information bit \( b_i \). The sequences sent in one whole frame, which contains \( N_F + 1 \) time slots, are represented by \([c_0, c_1, c_2, \ldots, c_{N_F}]\). Therefore, \( c_i = b_i \) transmitted in time slot \( i \) is considered as both the information-bearing sequence for \( b_i \) and the reference sequence for \( b_{i+1} \). In fact, there are totally \( N_F \) bits transmitted in each frame and hence we term \( N_F \) as the frame length.

Based on such a modulation scheme, a new WC-DDCSK system has been further developed for realizing the MA capability and eliminating the IUI. To accommodate \( N = 2^n \) users in such a system, an \( N \)-order WC (see (2)) has to be constructed and each row vector in the WC is assigned to a user. We denote the \( k \)-th row in the WC by \( w_k = [w_{k,1}, w_{k,2}, \ldots, w_{k,N}] \). Furthermore, the \( k \)-th user generates an initial chaotic sequence denoted by \( c^k \). Then the reference-chaotic sequence of the \( k \)-th user, denoted by \( c_{k,0} \), is written as

$$c_{k,0} = [w_{k,1}c^k, w_{k,2}c^k, \ldots, w_{k,N}c^k].$$
(4)

Same as the SU system, these reference-chaotic sequences are sent in time slot 0.

The information-bearing sequence \( c_{k,i} \) sent by the \( k \)-th user for its \( i \)-th bit \( b_{k,i} \) is therefore equal to \( b_{k,i}c_{k,i−1} \), i.e., \( c_{k,i} = b_{k,i}c_{k,i−1} \) (\( i = 1, 2, \ldots, N_F \)). As a result, the overall sequence sent by the \( k \)-th user can be written as

$$[c_{k,0}, c_{k,1}, c_{k,2}, \ldots, c_{k,N_F}].$$
(5)

At the receiver terminal, the GML detector can also be used to estimate the source information with minor modification [45].

**Remarks:**

- Based on the aforementioned way of constructing the reference-chaotic sequences, sequences sent by different users are orthogonal to one another.
- As compared with the conventional MA-DCSK system, the DDCSK system provides better anti-ISI capability over multipath fading channels because of its enhanced auto/cross-correlation property.
- Another advantage of the new DDCSK system is an improvement in the data-rate and energy efficiency. In particular, the improvement will be more remarkable as the number of users (i.e., \( N \)) increases.
- Nonetheless, the DDCSK system increases some additional complexity in hardware implementation. Also, the anti-intercept capability of the DDCSK system becomes weaker since all the \( N_F \) information-bearing sequences in a data frame share the same initial reference-chaotic sequence (i.e., all the \( N_F \) information-bearing sequences are related to the initial reference-chaotic sequence).
- The DDCSK can also be treated as a variant of differential phase shift keying (DPSK) [124] in the SS domain. Thereby,
Fig. 13. An example of the transmission strategy in a two-user MA-DDCSK system.

Fig. 14. BER curves of the MA-DDCSK system and MA-DCSK system over a multipath Nakagami fading channel. The parameters used are \( N = 2, m = 1, L = 2, (\tau_1, \tau_2) = (0, T_s) \) and \((0, 20T_s), f = 40, \) and \(N_F = 1000\).

...it is applicable for the SU scenario to achieve a desirable performance gain [32], [45].

Example 5: We consider a two-user MA-DDCSK system over a multipath Nakagami fading channel. Then the reference-chaotic sequences of the two users are given by
\[
c_{1,0} = \{w_{1,1}c^1, w_{1,2}c^1\} \quad \text{and} \quad c_{2,0} = \{w_{2,1}c^2, w_{2,2}c^2\},
\]
respectively. Fig. 13 shows an example of the transmission strategy of such a system with \(N_F = 3\). Assuming that the data sent by \(U_1\) and \(U_2\) are \([-1 \ -1 \ +1\] and \([-1 \ +1 \ +1\], respectively, the overall DDCSK sequence of \(U_1\) is yielded as \([-c_{1,0} \ +c_{1,0} +c_{1,0}\]), while that of \(U_2\) is yielded as \([-c_{2,0} \ -c_{2,0} \ -c_{2,0}\]. Consequently, these two DDCSK sequences can be produced via the bold paths in Fig. 13.

It is insightful to compare the error performance of the MA-DDCSK system and MA-DCSK system over a Nakagami fading channel with different time delays in Fig. 14. Referring to this figure, the MA-DDCSK system performs better than the MA-DCSK system. Moreover, the performance gain is higher in the case of a larger delay spread. For example, at a BER of \(10^{-2}\), MA-DDCSK accomplishes a gain of about 2 dB with respect to MA-DDCSK for the case of \((\tau_1, \tau_2) = (0, T_s)\), while the gain is increased to 7.5 dB for the case of \((\tau_1, \tau_2) = (0, 20T_s)\). The results indicate that the MA-DDCSK system possesses a stronger robustness against ISI compared with MA-DCSK.

11Precisely speaking, the IFM-DCSK [32] in Sect. III-A2 is a simplified version of DDCSK in the SU scenario.

2) Improved Detector: Recently, Chen et al. [46] have further proposed a novel detector at the receiver of the MA-DDCSK system. The detector adopts the Bahl-Cocke-Jelinek-Raviv (BCJR) decoding algorithm [125], in which soft information rather than hard information is measured. The newly proposed detector exploits the characteristics of chaotic modulation and WC-DDCSK transmission strategy more effectively, and gives rise to a remarkable performance improvement. As shown by the analytical and simulated results in [46], the BCJR-based detector achieves a gain of about 2 dB over the conventional GML detector used in [45] over a multipath Nakagami fading channel with parameters \(N = 2, m = 1, (\tau_1, \tau_2) = (0, T_s)\). For example, the MA-DDCSK system performs better than the MA-DDCSK system and MA-DCSK system over a Nakagami fading channel with parameters \(N = 2, m = 1, (\tau_1, \tau_2) = (0, T_s)\), \(f = 64, \) and \(N_F = 1000\). Since neither complicated channel estimation nor Rake reception is required in the improved WC-DDCSK system, the receiver should be more suitable for energy-constrained wireless networks such as low-power and low-complexity WPANs and WSNs.

F. MC-DCSK

As a critical technique in wireless communication systems, multi-carrier transmission has several attractive advantages as compared with the single-carrier one. For example, the multi-carrier systems, such as OFDM, not only achieve higher spectral efficiency but also possess stronger resistance to frequency-selective fading [126]. Although there exist a significant amount of research achievements on MC-SS systems, e.g., MC-CDMA system [127], [128], the design and analysis of MC-DCSK systems are relatively unexplored. For this reason, an MC-DCSK system have been introduced in [37] to strike a balance among error performance, energy efficiency and data rate. We now elaborate a little further on the architecture of the MC-DCSK system.

1) Transmitter: Assume that a data frame of length \(N_F\) is to be transmitted in the MC-DCSK system. The data frame is first divided into \(Q\) parallel bitstreams \(\{b_q\}\) via a serial-to-parallel converter (SPC), where \(b_q = (b_{q,1}, b_{q,2}, \ldots, b_{q,\Lambda-1})\), \(q = 1, 2, \ldots, Q\), and \(b_{q,i}\) denotes the \(i\)-th bit of the \(q\)-th bitstream. We then have \(N_F = Q(\Lambda - 1)\). In the MC-DCSK system, a chaotic signal \(c_q(t)\) is produced to modulate the first subcarrier in order to form the reference-chaotic signal. Moreover, the product of \(c_q(t)\) and \(b_{q,i}\) modulates the remaining \(\Lambda - 1\) subcarriers, forming the information-bearing signal. Then, the transmitted signal corresponding to the \(q\)-th bitstream can be written as

\[
s_q(t) = c_q(t)\cos(2\pi f_0 t + \phi_q) + \sum_{i=1}^{\Lambda-1} b_{q,i}c_q(t)\cos(2\pi f_i t + \phi_i),
\]
where \(\phi_i (i = 0, 1, \ldots, \Lambda - 1)\) represents the phase angle defined in the \(i\)-th carrier modulation process.

For MC-DCSK, all the modulated subcarriers should be mutually orthogonal during one transmission period. To accomplish this goal, one can set the baseband frequency as \(f_i = f_0 + (i + 1)/T_s\), where \(f_0\) is defined as the fundamental subcarrier frequency. Note also that the minimum guard interval between the neighbouring subcarriers is equal to \(T_{\Delta_s} = (1 + \zeta)T_s\), where \(0 < \zeta \leq 1\) [128].
2) Receiver: Through a multipath fading channel, the received signals can be detected by means of a robust receiver without using any delay line. The structure and detecting principle of the receiver in MC-DCSK system are detailed in [37]. As observed, the receiver includes \( \Lambda \) multiplication operators, \( \Lambda \) matched filters, two matrix memories, a sign function, and a parallel-to-serial converter (PSC). In the following, we will examine the error performance of such a novel system to validate its superiority.

Example 6: We consider the MC-DCSK and \( M \)-ary Q-DCSK1 systems and assume that the data rate is kept as \( R_T = 4 \) bits/transmission. In other words, \( \Lambda = 5 \) for the case of MC-DCSK while \( M = 16 \) for the case of \( M \)-ary Q-DCSK1. Fig. 15 presents the BER results of these two multilevel DCSK systems over a Nakagami fading channel. One can observe that the MC-DCSK system is superior to the \( M \)-ary DCSK1 system. For example, at a BER of \( 10^{-3} \), the MC-DCSK accomplishes a gain of about 2 dB over the \( M \)-ary DCSK1 system. Furthermore, we have performed simulations for other data rates and have found that a larger gain can be obtained if \( R_T \) increases.

Based on the work of [37], MC-DCSK system has been extended to cover MA scenarios [44]. It has been shown that the transmission scheme exhibits excellent error performance as well as desirable energy efficiency.

IV. DESIGN OF DCSK-RELATED SYSTEMS

In the past two decades, a variety of techniques, e.g., multi-antenna techniques, CC, ECC, ARQ, network coding, OFDM, etc., have been proposed to improve the performance of wireless communication systems. In this section, we elaborate the joint design of DCSK and such popular techniques in the current literature. To simplify the descriptions, we refer to all the above-mentioned systems as DCSK-related systems.\(^{12}\)

12Precisely, a DCSK-related system is defined as a communication system that combines the DCSK-based modulation with other critical wireless-communication techniques.

A. SIMO FM-DCSK System

In wireless communications, fading is a major factor that deteriorates the quality of signal reception. Among all the methodologies proposed to mitigate the effect of fading, the multi-antenna technologies are of particular interest because they can provide significant spatial-diversity/multiplexing improvement [129], [130].

To the best of our knowledge, [86] is the first related work that considers DCSK systems in the context of spatial diversity. In that paper, the authors have proposed a novel SIMO architecture with one transmit antenna and \( N_R \) receive antennas for FM-DCSK, namely an SIMO FM-DCSK system, to achieve both high data rate and good error performance.

In such a system, \( \Lambda \) information bits are firstly converted from serial to parallel, constructing a bitstream (i.e., \( b = \{ b_1, b_2, \ldots, b_\Lambda \} \)), where \( b_i \in \{ +1, -1 \} \) is the \( i \)-th bit in \( b \). Subsequently, the component bits are modulated by FM-DCSK and distinguished by an \( M \)-order WC, where \( M = 2\Lambda \). These \( \Lambda \) DCSK signals are then transmitted through the same antenna simultaneously in one transmission period. With this method, the system can accomplish a data rate of \( R_T = \Lambda \) bits/transmission without increasing the bandwidth. The multibit transmission mechanisms used here and in MC-DCSK system (see Sect. III-F) differ in the sense that the former one exploits a code-division multiplexing but the latter one exploits the frequency-division multiplexing. For example, in an SIMO FM-DCSK system with \( \Lambda = 2 \), a 4-order WC \( W_4 \) is utilized by the transmitter, where

\[
W_4 = \begin{bmatrix}
+1 & +1 & +1 & +1 \\
+1 & -1 & +1 & -1 \\
+1 & +1 & -1 & -1 \\
+1 & -1 & -1 & +1
\end{bmatrix} \cdot \begin{bmatrix}
b_1 \\
b_2
\end{bmatrix}.
\]

As can be seen, the first two row vectors in \( W_4 \) are allocated to \( b_1 \) while the remaining two row vectors are allocated to \( b_2 \). Likewise, a GML detector can be exploited to demodulate the corresponding signal after passing through the multipath fading channels [86].

As pointed out in [86], the SIMO FM-DCSK scheme outperforms the DS vertical-Bell-Labs-layered-space-time (VBLAST) scheme [131] in the high-SNR region over a multipath Nakagami-fading channel with fading depth \( m = 1 \). More importantly, in contrast to the DS-VBLAST system which is equipped with a complicated Rake receiver, the SIMO FM-DCSK system allows a much lower receiver implementation complexity. As a result, the multibit-based SIMO FM-DCSK system has potential to become a competitive solution for low-complexity and low-cost wireless links.

B. STBC-DCSK Systems

It has been shown theoretically [132], [133] that MIMO technology can dramatically improve the error performance of wireless communication systems. As one of the simplest realizations of an MIMO configuration, STBC was proposed in 1998 [134]. Among all the STBCs [134], [135], Alamouti STBC stands out as one of the most classical schemes as well as a milestone in the development of STBC research.

Fig. 15. BER curves of the MC-DCSK system and \( M \)-ary Q-DCSK1 system over a multipath Nakagami fading channel. The parameters used are \( m = 2 \), \( L = 2 \), \( (\tau_1, \tau_2) = (0, T_s) \), \( f = 40 \), \( R_T = 4 \), and \( N_F = 1000 \).
It is because such a transmit approach can achieve remarkable spatial-diversity gain with extremely easy implementation. In 2009, an Alamouti STBC-DCSK system has been designed and analyzed so as to explore the feasibility of employing chaotic communications in MIMO fading channels [51], [52]. Apart from the Alamouti-based architecture, Chen et al. [53] have developed a novel analog STBC scheme for the DCSK system to achieve spatial diversity without requiring the knowledge of CSI.

1) Alamouti STBC-DCSK System: As in [51], [52], we consider an Alamouti STBC-DCSK system with two transmit antennas and two receive antennas (i.e., \( \mathcal{N}_T = \mathcal{N}_R = 2 \)). The information bits \( \{ b_i \} \) are firstly mapped onto an \( \mathcal{N}_T \times \mathcal{T}_b \) Alamouti STBC transmit matrix \( \mathbf{B} \), where \( \mathcal{N}_T \) and \( \mathcal{T}_b \) denote the numbers of transmit antennas and time slots in a block code, respectively [134].

Assuming that \( \mathcal{N}_T = 2 \) and \( \mathcal{T}_b = 2 \), \( \mathbf{B} \) can be written as

\[
\mathbf{B} = [b_1 \ b_2] = \begin{bmatrix} b_1 & -b_2 \\ b_2 & b_1 \end{bmatrix}.
\]

Then, in the \( i \)-th time slot (\( i = 1, 2 \)), the two bits in each column vector, i.e., \( b_i \), are respectively exploited by two parallel DCSK modulators to construct two DCSK sequences (i.e., \( s_{1,i} \) and \( s_{2,i} \)). The constructed sequences \( s_{1,i} \) and \( s_{2,i} \) are further passed to two different transmit antennas. Consequently, the corresponding STBC-DCSK transmit matrix of \( \mathbf{B} \) is resulted as

\[
\mathbf{S} = \begin{bmatrix} s_{T_{s,1}} \\ s_{T_{s,2}} \end{bmatrix} = \begin{bmatrix} s_{1,1} & s_{1,2} \\ s_{2,1} & s_{2,2} \end{bmatrix},
\]

where the row vector \( s_{T_{s,i}} \) denotes the transmitted signal from the \( i \)-th transmit antenna (i.e., \( T_{s,i} \)) in one transmission period. According to such a generating rule, the component DCSK sequences in the STBC-DCSK transmit matrix \( \mathbf{S} \) are illustrated in Table III, where \( c_0 \) denotes the reference-chaotic sequence in the overall transmission period.

The STBC-DCSK signal is then passed through four independent fading channels constructed by four different transmit-receiver antenna pairs based on the transmission strategy of Alamouti STBC system [51]. Let \( \alpha_{k,\omega} \) be the channel fading gain of the \( T_{s,k} \rightarrow R_{k,\omega} \) link; and \( n_{u,i} \) be the Gaussian noise vector at the \( \omega \)-th receiver in the \( i \)-th time slot. The signals at the two receive antennas, i.e., \( \mathbf{R}_{R_{s,1}} = [r_{1,1} \ r_{1,2}] \) and \( \mathbf{R}_{R_{s,2}} = [r_{2,1} \ r_{2,2}] \), are given in Table IV. The two received signals will be processed by two parallel correlators (i.e., the configuration of a correlator can be referred to Fig. 2) and subsequently be decoded by an STBC decoder. It is worth noting that the principle of the well-known Alamouti STBC decoder has been described in [51], [134].

Based on the framework in [51], Kaddoum et al. [52] have further carried out theoretical analyses of such an STBC system over an AWGN channel. The analytical method used in [52] is quite different from the conventional GA-based method [28], and it can provide an exact estimation on the error performance even for a very small fragment length. Noticeably, the Alamouti STBC-DCSK system accomplishes a desirable performance gain over the SISO-DCSK one in both AWGN and fading channels [51], [52].

2) Analog STBC-DCSK System: In 2013, Chen et al. [53] have proposed another type of STBC-DCSK system. Distinguished from the Alamouti STBC-DCSK system, the new framework combines DCSK with STBC and utilizes the good cross-correlation property of chaotic sequences. This type of STBC-DCSK system is referred to as analog STBC-DCSK system because chaotic signals having good analog feature are directly passed into an STBC encoder for further processing [53]. We now provide more details on the design principles of the analog STBC-DCSK system with \( \mathcal{N}_T \) transmit antenna and one receive antenna.

(1) Transmitter: In the analog STBC-DCSK scheme, there are totally \( 2\mathcal{N}_T \) time slots in each transmission period. At the beginning, a date frame \( \{ b_i \} \) is pre-processed by an SPC to obtain several bitstreams, each of length \( 2\mathcal{N}_T \). In each transmission period, the bits involved in one bitstream are firstly passed into \( 2\mathcal{N}_T \) parallel DCSK modulators in order to generate \( 2\mathcal{N}_T \) different DCSK signals simultaneously. The \( i \)-th DCSK signal \( s_{i} \) comprises a reference-chaotic sequence \( c_i \) and an information-bearing sequence \( c'_i = b_i c_i \), and is denoted by \( s_i = [c_i, c'_i] \). In the sequel, the generated \( 2\mathcal{N}_T \) DCSK signals are fed into an STBC encoder.

As seen from Fig. 3, two chaotic sequences representing different bits possess low cross-correlation. They become near-orthogonal if the fragment length is long enough. In consequence, in order to alleviate the ITI at the receiver terminal, chaotic fragments generated by the same DCSK modulator cannot be sent by different transmit antennas in the same time slot. For instance, if \( c_i \) is being transmitted by the first transmit antenna, other transmit antennas must not send \( c_i \) or \( c'_i \) in the same time slot. Based on such a transmission strategy, all the reference-chaotic sequences and information-bearing sequences are re-ordered and then assigned to the transmit antennas in each time slot by the STBC encoder. In general, the major goal of such a transmission strategy is to effectively suppress the ITI by employing the inherently good cross-correlation property of chaotic signals.

For a given transmission period, we define \( x_{k,i} \) as the (re-ordered) signal sent by the \( k \)-th transmitted antenna in the \( i \)-th (\( i = 1, 2, \ldots, 2\mathcal{N}_T \)) time slot. Assuming a multipath fading channel, the received signal in the \( i \)-th time slot can

<table>
<thead>
<tr>
<th>Table III</th>
<th>The Component DCSK Sequences in the STBC-DCSK Transmit Matrix S in Each Transmission Period.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>( s_{1,i} )</td>
</tr>
<tr>
<td>1</td>
<td>( c_0 b_1 c_0 )</td>
</tr>
<tr>
<td>2</td>
<td>( c_0 b_2 c_0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table IV</th>
<th>The Receiver Signals at Two Receive Antennas in Each Transmission Period.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>( r_{1,i} )</td>
</tr>
<tr>
<td>1</td>
<td>( 0.1b_{1,1} + 0.2b_{1,2} + b_{1,1} )</td>
</tr>
<tr>
<td>2</td>
<td>( 0.1b_{2,1} + 0.2b_{2,2} + b_{2,1} )</td>
</tr>
</tbody>
</table>

\(^{13}\)Here, \( T_{b} \) is also defined as the number of time slots in each transmission period.
be described as

\[ r_i = \sum_{k=1}^{N_T} \sum_{l=1}^{L} [\alpha_{k,l} x_{k,i}(\tau_{k,l})] + n_i, \] (10)

where \( \alpha_{k,l} \) is the fading gain of the \( l \)-th path in a multipath Nakagami fading channel formed by the \( k \)-th transmit-receive antenna pair (recall that there are \( N_T \) transmit antennas and one receive antenna); \( \tau_{k,l} \) is the corresponding time delay; \( x_{k,i}(\tau_{k,l}) \) denotes the signal \( x_{k,i} \) delayed by \( \tau_{k,l} \); \( L \) is the total number of paths; and \( n_i \) is the overall Gaussian noise vector at the received antenna. By letting \( r_{1,1} \) and \( r_{1,2} \) represent the first and second fragments of \( r_i \) respectively, we readily have \( r_i = [r_{1,1} \ r_{1,2}] \).

(2) Receiver: With an aim to successfully retrieving the original information, a modified DC demodulator has been designed to deal with the received signals in a linear manner, as detailed in [53]. It is obvious that the modified DC demodulator does not require the CSI knowledge and thus leads to an easy implementation. To have more insight, an example of the transceiver design of the analog STBC system with two transmit antennas is given as follows.

**Example 7:** According to the design principle reported above, there exist several different realizations of the transmitted signals that can achieve the objective of avoiding ITI. We consider an analog STBC system with \( N_T = 2 \). One realization for the re-ordered chaotic signals sent by the \( k \)-th \((k = 1, 2)\) transmit antenna in each transmission period is shown in Table V. Referring to this table, in the first time slot, \( x_{1,1} = [c_1 \ c'_1] \) is sent by the first transmit antenna while \( x_{2,1} = [c_2 \ c'_4] \) is sent by the second antenna.

<table>
<thead>
<tr>
<th>Transmission period ( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{1,i} )</td>
<td>( c_1 \ c'_1 )</td>
<td>( c_2 \ c'_1 )</td>
<td>( c_3 \ c'_3 )</td>
<td>( c_3 \ c'_4 )</td>
</tr>
<tr>
<td>( x_{2,i} )</td>
<td>( c_2 \ c'_4 )</td>
<td>( c_1 \ c'_1 )</td>
<td>( c_3 \ c'_3 )</td>
<td>( c_3 \ c'_4 )</td>
</tr>
</tbody>
</table>

Based on the transmitted signals in Table V, four DC demodulators are designed respectively for the sake of estimating the four source information bits in each bitstream. The output signal of \( i \)-th \((i = 1, 2, 3, 4)\) demodulator, i.e., \( z_i \), can be characterized by Table VI. It can be seen that each demodulator involves two correlators and one summation operator. Finally, the information bit \( b_i \) is decided as \(+1\) if \( z_i \geq 0 \), and \(-1\) otherwise.

<table>
<thead>
<tr>
<th>( i )</th>
<th>Output signal ( z_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( r_{1,1} \cdot (r_{1,2})^* + r_{2,1} \cdot (r_{2,2})^* )</td>
</tr>
<tr>
<td>2</td>
<td>( r_{1,1} \cdot (r_{1,2})^* + r_{2,1} \cdot (r_{1,1})^* )</td>
</tr>
<tr>
<td>3</td>
<td>( r_{1,1} \cdot (r_{2,2})^* + r_{2,1} \cdot (r_{4,2})^* )</td>
</tr>
<tr>
<td>4</td>
<td>( r_{1,2} \cdot (r_{4,2})^* + r_{2,2} \cdot (r_{3,2})^* )</td>
</tr>
</tbody>
</table>

**Remarks:**
- In the two STBC-DCSK systems, a normalized factor \( 1/\sqrt{N_T} \) should be used to scale each transmitted DCSK sequence \( s_{k,i} \) in order to keep the transmit energy per bit \( E_b \) constant.
- The channel between each transmit-receive antenna pair is assumed to be block-faded, i.e., the fading gain is invariant over at least one transmission period.
- The CSI is required in the demodulating process of the Alamouti STBC-DCSK system, while it is unnecessary for the analog STBC-DCSK system.
- The two STBC-DCSK systems outperform the conventional SISO-DCSK system because of the spatial-diversity gain [51], [53]. According to the results shown in a forthcoming figure (i.e., Fig. 17), the Alamouti STBC-DCSK system possesses better error performance than the analog STBC-DCSK system at the expense of a relatively higher implementation complexity.

**Example 8:** Fig. 16 plots the theoretical BER performance\(^{14}\) versus the chaotic fragment length \( f \) in an analog STBC-DCSK system over a one-ray Nakagami fading channel. The parameters used are \( N_T = 2, N_R = 1, m = 2 \), and \( L = 1 \).

\(^{14}\)The theoretical BER expression of the analog STBC-DCSK system over a multipath Nakagami fading channel can be easily derived in a similar way as in [53].
for low-cost and low-complexity wireless applications such as UWB communications.

C. MIMO Relay DCSK-CD System

The works in [51]–[53] suggest that MIMO and STBC can offer nice ways to achieve both transmit and receive diversities for DCSK. However, the transmitters may not be able to support multiple antennas in reality due to the constraints of size, complexity, power, cost, etc. Alternatively, a relay channel, which is composed of a source (i.e., a user $U$), a relay ($R$) and a destination ($D$), can attain spatial diversity with a relatively lower complexity [136]. A relay channel is also considered as the most elementary configuration of CC systems. Actually, a base station equipped with multiple antennas can serve as either a relay or a destination in practical wireless communication systems. Motivated by this idea, some researchers have applied the MIMO technique to relay networks to realize diversity gain, which is termed as cooperative diversity (CD) [137]. Moreover, the information-theoretical advancement of MIMO relay systems, e.g., capacity analysis, has been carried out in [138], [139].

In 2013, the first MIMO relay DCSK-CD system has been developed by Fang et al. [54]. Unlike the conventional MIMO-DCSK and STBC-DCSK systems, the MIMO relay DCSK-CD system installs multi-antenna at the relay and destination instead of the transmitter. In that piece of work, the authors not only have conceived the corresponding WC-based DCSK signals to $R$ and $D$. In the second phase, $R$ cooperates with $U_1$ and $U_2$ to forward their signals to $D$. In particular, $D$ will store all the received signals and decode them only at the end of each transmission period. In consequence, for a given user $U_k$ ($k = 1, 2$), each antenna of $D$ receives “corrupted” DCSK signals from both links $U_k \rightarrow D$ and $R \rightarrow D$, and hence may obtain a spatial-diversity gain.

In practical applications, the error performance of the MIMO relay is determined by the detailed relaying strategy or protocol. In [54], both the error-free (EF) protocol and decode-and-forward (DF) protocol are thoroughly investigated over a multipath Nakagami fading channel. The results have indicated that the EF protocol only achieves a gain of 0.5 dB over the DF protocol when $m = 1$, and the gain will be reduced as the fading depth $m$ increases. In this paper, we assume that the DF protocol is adopted by all the relay-based systems as it not only exhibits good performance close to EF protocol, but also can be easily implemented [139]. It is worth noting that the MIMO relay DCSK-CD system can be promptly extended to the scenarios of more users (i.e., $N > 2$).

D. DCSK-CC System

CC between two single-antenna users can also yield spatial diversity and increase the system reliability dramatically [55], [56]. Recently, Xu et al. [17], [57] have incorporated the CC technique into a two-user MA-DCSK system and form a two-user DCSK-CC system.

In the two-user DCSK-CC system, each transmission period is split into two phases, i.e., broadcasting phase and cooperative phase. Each user can send its DCSK signal to $D$ with the help of the multi-antenna $R$.

In the first phase, both $U_1$ and $U_2$ broadcast their corresponding WC-based DCSK signals to $R$ and $D$. In the second phase, $R$ cooperates with $U_1$ and $U_2$ to forward their signals to $D$. In particular, $D$ will store all the received signals and decode them only at the end of each transmission period. In consequence, for a given user $U_k$ ($k = 1, 2$), each antenna of $D$ receives “corrupted” DCSK signals from both links $U_k \rightarrow D$ and $R \rightarrow D$, and hence may obtain a spatial-diversity gain.

Specifically, $U_k$ decodes the received signal from the other user at the end of the first phase. If the signal can be decoded successfully, the retrieved information will be re-modulated using DCSK and forwarded to $D$ in the second phase\(^{15}\); otherwise, $U_k$ remains idling in the second phase. Benefiting from the cooperative diversity, the DCSK-CC system can get remarkable performance improvement with respect to the DCSK-NC system at the price of sacrificing some throughput. Based on the above-mentioned principle, the cooperative mechanism of the two-user DCSK-CC system can be readily described in Fig. 18, where $N_F$ denotes the frame length.

Furthermore, DCSK-CC system has been generalized to the scenario of $N > 2$ users by Fang et al. [58], in which a primary user transmits its signal to $D$ with the assistance from the other users (i.e., relays). In that work, the theoretical BER and throughput of the MA-DCSK-CC system have also been thoroughly analyzed. For more comprehensive knowledge of

\(^{15}\)In the $i$-th transmission period, we define $s_{k,i}$ as the transmitted signal of $U_k$ and $\hat{s}_{k,i}$ as its corresponding reconstructed signal at the cooperat $U_k'$ by using DF protocol.
Remark: As indicated in [54], [58], the MIMO relay DCSK-CD system is superior to the DCSK-CC system in terms of BER performance in a two-user scenario. However, the former one becomes inferior to the latter one when the number of users \( N > 2 \).

**Example 9:** Fig. 19 presents the BER curves of a four-user DCSK-CC system over a multipath Nakagami fading channel\(^{16}\). Meanwhile, the results for MA-DCSK-NC system and MIMO relay DCSK-CD system are plotted in the same figure to provide benchmarks for performance evaluation. One can easily observe that DCSK-CC system and DCSK-CD system possess the best and moderate error performance, respectively, while DCSK-NC system has the worst error performance, especially in the high-SNR region.

As a further study, we plot the normalized throughput\(^{17}\) of the above three DCSK-related systems in Fig. 20. It can be seen that the throughput of the DCSK-NC system is about two times that of DCSK-CC system. It is because the transmission periods of the DCSK-NC and DCSK-CC systems contain one and two time slots, respectively. In general, the DCSK-related systems, from the highest to the lowest throughput, are ranked in the following order: i) DCSK-NC system, ii) DCSK-CC system, and iii) MIMO relay DCSK-CD system.

\(^{16}\)For the sake of fair comparison, we assume that i) the number of terminals in all three DCSK-related systems are kept constant; ii) all terminals are equipped with only one antenna; and iii) the distance of the link A \( \rightarrow \) B is set to \( d_{AB} = 1 \), where A \( \in \{U_k \mid k = 1, 2, \ldots, R\} \) and B \( \in \{R, D\} \). To satisfy condition ii), in the MA-MIMO relay DCSK system, one user should serve as the relay and the remaining three users are to transmit messages to the destination.

\(^{17}\)In this paper, the normalized throughput is defined as the ratio between successfully received frames/transaction period and transmitted frames/transaction period, as in [55], [56].

The DCSK-CC system, readers can refer to the related literature [17], [57], [58].

**E. LDPC-Coded DCSK System**

In addition to utilizing spatial-diversity strategies, DCSK can be beneficially combined with error-control mechanisms, such as ECCs [60], [61] and ARQ/CARQ [62], [63], to enhance the performance. As an excellent type of ECC, LDPC codes have been investigated over the past twenty years. It has been shown that LDPC codes can achieve near-capacity error performance under different channel conditions and can hence remarkably improve the quality of wireless transmissions [60]. Inspired by this superiority, Wang et al. [64] have firstly examined the interplay between LDPC codes and FM-DCSK modulation over an AWGN channel, and have found that an LDPC-coded FM-DCSK system can accomplish a gain of more than 8 dB over the counterpart without ECC at a given BER.

Deferring from conventional (FM) DCSK systems, LDPC-coded DCSK system encodes the source information initially using an LDPC code prior to being modulated by a DCSK modulator. After passing through a wireless channel, the received signal is detected by a concatenated decoder that consists of a DC demodulator and an LDPC decoder [64]. In particular, effective iterative decoding algorithms, e.g., belief-propagation (BP) decoding algorithm, can be employed to implement the LDPC decoder according to the sparse property of LDPC codes [140].

Apart from the works of [64], [86], a simpler coded SIMO FM-DCSK system, namely product-accumulate (PA)-coded SIMO FM-DCSK system, was proposed by Zhang et al. [65] in 2008. PA codes not only enable good error performance close to channel capacity but also possess regular structures leading to low encoding and decoding complexities [141]. The results

\[ \text{BER curves of the MA-DCSK-NC system, MIMO relay DCSK-CD system, and DCSK-CC system. The parameters used are } N = 4, m = 2, L = 2, (\tau_1, \tau_2) = (0, T_s), d_{SD} : d_{SR} : d_{RD} = 1 : 1 : 1, f = 32, \text{ and } N_F = 1. \]
in [65] have suggested that the PA-coded SIMO FM-DCSK framework outperforms the LDPC-coded one over an AWGN channel for moderate/large frame length with a relatively lower implementation complexity.

Besides the transmitter design, the receiver design is another challenge for LDPC-coded DCSK systems. As is well known, turbo equalization (i.e., turbo decoder) is particularly suitable for improving the performance of serial concatenated systems, in which an inner decoder (or demapper) and an outer decoder are involved [142]. The main idea of turbo equalization is to exchange the soft extrinsic information iteratively between detector and decoder so as to enhance the reliability of the output signal of the receiver [143]. Inspired by this idea, Lyu et al. [69], [70] have developed a turbo-like IR for WC-based M-ary DCSK systems. In this M-ary DCSK system [70], the source information is encoded, mapped, and modulated before being transmitted to the destination D. More specifically, the encoder, mapper, and modulator are respectively implemented by a binary protograph code [61], natural mapping [144], and M-ary DCSK.

In fact, natural mapping is one popular technique used for bit-to-symbol conversion (BSC) because it can be easily realized. For instance, given a fixed protograph codeword \( V = (v_1, v_2, \ldots, v_{N_F}) \) with \( v_j \in \{0, 1\} \) and \( j = 1, 2, \ldots, N_F \), the \( N_F \) bits are split into \( Q \) serial bitstreams of length \( \Lambda \) where \( \Lambda = \log_2 M \), and \( Q = \lceil N_F / \Lambda \rceil \) with \( \lfloor x \rfloor \) denoting the ceiling of \( x \). Based on the natural-mapping rule, the \( q \)-th \( (q = 1, 2, \ldots, Q) \) bitstream \( (v_{\Lambda(q-1)+1}, v_{\Lambda(q-1)+2}, \ldots, v_{\Lambda q}) \) is converted to a symbol \( b_q \in \{0, 1, \ldots, M-1\} \), expressed as \( b_q = \sum_{i=0}^{\Lambda-1} v_{\Lambda(q-1)+i+1} \cdot 2^i \). For simplicity of exposition, we further define \( \vartheta_{q,i} = v_{\Lambda(q-1)+i} \) such that \( (\vartheta_{q,1}, \vartheta_{q,2}, \ldots, \vartheta_{q,\Lambda}) \triangleq (v_{\Lambda(q-1)+1}, v_{\Lambda(q-1)+2}, \ldots, v_{\Lambda q}) \).

At the receiver terminal, the concatenation of the natural demapper and BP decoder forms a turbo-like decoder, in which the natural demapper and BP decoder are treated as the inner demapper component and outer decoder component, respectively. Firstly, the received signal is demodulated by a GML detector in order to get the weighted-energy vector \( \mathbb{E}_q = (\mathbb{E}_{b_1=0}, \mathbb{E}_{b_1=1}, \ldots, \mathbb{E}_{b_M=M-1}) \). In particular, \( \mathbb{E}_q \) is pre-defined as the initial information of the turbo-like decoder and will be sufficiently utilized in the overall decoding procedure.

To elaborate a little further on the turbo-like decoder, we firstly introduce the following definition.

**Definition 1.** The a-posteriori log-likelihood-ratio (LLR) of a coded bit \( \vartheta_{q,i} \) output from the inner demapper is defined as \( L_{app,1}(\vartheta_{q,i}) = \ln\{Pr(\vartheta_{q,i} = 1|\mathbb{E}_q) / Pr(\vartheta_{q,i} = 0|\mathbb{E}_q)\} \), where \( Pr(\cdot) \) denotes the probability function.

It should be noted that the definition of LLR utilized here is similar to that in [145]. Based on such a definition, one can immediately obtain six other types of LLRs.

- \( L_{A,IO}(\vartheta_{q,j}) \) denotes the input a-priori LLR of the coded bit \( \vartheta_{q,j} \) at the inner demapper.
- \( L_{A,IO}(v_j) \) denotes the input a-priori LLR of the coded bit \( v_j \) at the outer decoder.

\(^{18}\)Note that the detector/decoder in the turbo equalization should be soft-input soft-output.

\(^{19}\)In the case of no CSI being available, the conditional PDF \( f(\mathbb{E}_q|b_q = \mu) \) can be estimated via a GA-based method, as detailed in Sect. III-B of [70].
In each turbo iteration, both coded MIR over a one-ray Nakagami fading channel with the IR scheme achieves a gain of 0. Knowledge. As an example, under the scenario with full CSI, channel code. As can be seen from this figure, the IR scheme (AR4JA) code of length $N_F = 500$ is assumed as the channel code.

code $\mathcal{V}$ [61], [140] and hence calculate the corresponding a-posteriori LLR sequence $L_{\text{app},0}(v_j)$. Also, the output extrinsic LLR sequence $\{L_{E,0}(v_j)\}$ can be easily measured through a similar way as the aforementioned Step 5. Finally, the sequence $\{L_{A,0}(v_j)\}$ (i.e., where $L_{A,0}(v_j) = L_{E,0}(v_j)$) is fed back to the inner demapper for the next turbo iteration. Note also the followings.

- Although the locally generated $M$-ary DCSK signal is very difficult to be recovered at the receiver terminal in practice, it makes sense to evaluate the conditional PDF $f(\Xi_q|b_q = \mu)$ for facilitating the realization of the turbo-like decoder.
- In each turbo iteration, both $Pr(b_q = \mu)$ and $\{L_{E,0}(v_j)\}$ are updated in the inner demapper using the input a-priori LLR sequence $\{L_{A,0}(v_j)\}$; while $\{L_{E,0}(v_j)\}$ is updated in the outer decoder using the input a-priori LLR sequence $\{L_{A,0}(v_j)\}$. Based on such a decoding mechanism, the a-posteriori LLR sequence will converge to an exact value after a sufficient number of iterations, and leads to a performance enhancement.

**Example 10:** Fig. 22 shows the BER curves of the LDPC-coded $M$-ary DCSK systems with and without a turbo-like IR over a one-ray Nakagami fading channel with $m = 1$. Here, the rate-1/2 accumulate-repeat-by-4-jagged-accumulate (AR4JA) code [143] of length $N_F = 500$ is adopted as the channel code. As can be seen from this figure, the IR scheme outperforms the non-IR (NIR) scheme irrespective of the CSI knowledge. As an example, under the scenario with full CSI, the IR scheme achieves a gain of 0.75 dB as compared with the NIR scheme at a BER of $5 \times 10^{-6}$. The results indicate the desirable superiority of the turbo-like decoder. Moreover, it is obvious that the error performance when no CSI is available is inferior to that when full CSI is accessible.

Fig. 23 further shows the achievable rate (i.e., $R_A$) of the coded $M$-ary DCSK systems with and without IR over a one-ray Nakagami fading channel, where all parameters used are the same as those listed in Fig. 22.\footnote{For a given $E_b/N_0$, the achievable rate $R_A$ of a system (i.e., the cutoff rate) is defined as the maximum code rate that can achieve reliable transmissions [146]. In other words, $R_A$ is the fundamental upper-limit on the code rate of any coding scheme. In [70], the authors have performed the achievable-rate analysis to validate the turbo-like IR design.} For simplicity, only the case with full CSI is considered here. Similar to Fig. 22, for a given $R_A$, the required $E_b/N_0$ of IR scheme is smaller than that of the NIR scheme. More importantly, there exists a minimum $E_b/N_0$ (i.e., $(E_b/N_0)_{\text{min}}$), above which reliable transmission can be accomplished when the frame length approaches infinity and the code rate $R \leq R_{A,\text{min}}$. Accordingly, the resultant $R_{A,\text{min}}$ corresponding to $(E_b/N_0)_{\text{min}}$ is considered as the optimum achievable rate for realizing reliable communications. The above observations are mainly attributed to the nonlinear property of the non-coherent DCSK-related system, which can also be found in other nonlinear communication systems, such as the non-coherent frequency-shift-keying (FSK) systems [147], [148].

**Remark:** The achievable rate is dependent on the type of receiver, but independent of the particular coding scheme (i.e., the type of code).

**F. DCSK-ARQ/CARQ System**

As another promising error-control mechanism, ARQ is of great usefulness to enhance the error performance and system throughput, and thus has been widely exploited by a significant amount of wireless communication systems and standards, such as Long Term Evolution (LTE) in 4G wireless communication systems [62], [149]. The basic idea of such a technique is to request the data-link layer of the transmitter to retransmit packets (i.e., data frames) that have not been correctly decoded by the receiver. In recent years, CARQ has emerged as a more attractive error-control method because it enables the advantages of both CC and ARQ [63].

In 2015, the DCSK-ARQ and DCSK-CARQ systems, which are respectively formulated via incorporating novel ARQ and CARQ schemes into the conventional DCSK-NC system, were...
proposed and analyzed by Fang et al. [18]. In this subsection, we will outline the transceiver design of DCSK-CARQ system, while the principle of the DCSK-ARQ system can be referred to [18].

1) Transmission mechanism: Consider a DCSK-CARQ system that contains one user \( U \), \( N - 1 \) relays (i.e., \( R = \{ R_1, R_2, \ldots, R_{N-1}\} \)), and one destination \( D \). Each transmission period is divided into \( Z + 1 \) phases, i.e., one transmission phase and \( Z \) retransmission phases, where \( Z \) should be no larger than the maximum number of retransmissions \( Z_{\text{max}} \) (i.e., \( 0 < Z \leq Z_{\text{max}} \)).

The transmission mechanism of such a DCSK-CARQ system is illustrated in Fig. 24. Referring to this figure, the detailed CARQ-based transmission mechanism can be described as below.

1. Initialize the number of retransmissions to zero, i.e., \( z_{\text{RE}} = 0 \).
2. \( U \) launches one new transmission by broadcasting a (DCSK-modulated) frame to the other terminals (i.e., \( R \) and \( D \)) in the first phase. Afterwards, \( R \) and \( D \) try to decode the signal and generate the corresponding feedback messages, i.e., acknowledgement/negative-acknowledgement (ACK/NACK). We further denote the set of relays that make successful decoding (i.e., generate ACKs) and its complementary set (i.e., generate NACKs) by \( R_A \) and \( \overline{R_A} = R \setminus R_A \), respectively.
3. If \( D \) correctly decodes the current frame, it sends an ACK to \( U \) and go to Step (2); otherwise, go to Step (4).
4. \( D \) sets \( z_{\text{RE}} = z_{\text{RE}} + 1 \). If the maximum number of retransmissions has been performed, i.e., \( z_{\text{RE}} > Z_{\text{max}} \), terminate the retransmission and go to Step (1).
5. \( D \) stores a copy of the currently received signal and sends a NACK via EF feedback channels \(^{22}\) to both \( U \) and \( R \) for requesting a retransmission.
6. After receiving the NACK from \( D \), relays in \( R_A \) retransmit the current frame to \( D \) in the next phase if \( R_A \neq \emptyset \); otherwise, all the relays in \( \overline{R_A} \) store a copy of the currently received signal and send NACKs to \( U \). We respectively denote the former and latter events by \( \Theta = 1 \) and \( \Theta = 2 \).

(7) If \( \Theta = 1 \), \( D \) adopts the maximum-ratio combiner (MRC) \(^{150}\) to process the currently received signal as well as the previously stored signals, and then employs the GML to estimate the source frame. If \( \Theta = 2 \), \( U \) rebroadcasts the current frame to \( R \) and \( D \) in the next phase; and both \( R \) and \( D \) exploit the MRC and GML to combine and decode their corresponding received signals, respectively. Finally, go to Step (3).

2) Modified receiver: According to such a transmission mechanism, a modified receiver architecture, which is utilized by both \( R \) and \( D \), has been proposed in [18]. The block diagram of the proposed receiver is shown in Fig. 25. One can observe that the receiver considers both the characteristics of DCSK signals and CARQ protocol and thus can obtain better performance in contrast to the conventional GML receiver.

**Remarks:**
- For the sake of reducing the retransmission delay, \( Z_{\text{max}} \) should be set to a sufficiently small positive integer, e.g., \( 0 < Z_{\text{max}} < 5 \).
- In [18], it is assumed that the received signals are processed by an MRC prior to being detected. Although the MRC can achieve a high diversity gain, a channel-estimation module should be added in the corresponding system to get the CSI, which is one drawback of such a combining scheme. Alternatively, EGC can be exploited because it not only exhibits desirable performance, but requires no knowledge of CSI as well \(^{151}\).  

**Example 11:** The frame-error-rate (FER) results of DCSK-NC system, DCSK-ARQ system, DCSK-CC system, and DCSK-CARQ system over a multipath Nakagami fading channel are depicted in Fig. 26. To simplify the comparison, only synchronous systems are considered here. As shown, DCSK-ARQ system and DCSK-CARQ system, which make use of retransmission mechanisms, are respectively superior to their corresponding counterparts (i.e., DCSK-NC system and DCSK-CC system). Especially, the DCSK-CARQ system is the best-performing one among the four systems while the DCSK-NC system is the worst-performing. The normalized-throughput results in Fig. 27 further validate the excellent performance of DCSK-CARQ system. It has also been shown in [18] that the error performance of DCSK-ARQ/CARQ system does not vary much even if the synchronization among different users is not perfectly achieved.

**G. Network-Coded DCSK Systems**

Reliable and efficient transmission is one of the ultimate objectives of designing modern wireless communication systems.

---

\(^{21}\)In this subsection, \( N \) is defined as the total number of users and relays.

\(^{22}\)It is assumed that all feedback channels used for transmitting the ACK/NACK message are EF in this paper. This assumption is commonly used in the literature \(^{62}, \) \(^{63}\), because the feedback message can be protected by ECCs to achieve reliable transmission in practical applications.
As a powerful solution to improve the transmission efficiency of cooperative networks, network coding was proposed by Li et al. in the early 21st century [152]. Typically, a network coding system consists of two users (i.e., $U_1$ and $U_2$) and one relay ($R$), by which a two-way relay channel is constructed. In such a channel, both users exchange information with each other with the assistance from $R$. There are three classical types of network coding schemes, i.e., straightforward network coding (SNC) [153], physical-layer network coding (PNC) [154], and analog network coding (ANC) [155].

Initially, the SNC that requires three time slots to complete one transmission has been proposed, and it attains a throughput improvement over the conventional transmission scheme that needs four time slots to do so [153]. In 2006, Zhang et al. [154] have found that the concept of network coding can be applied at the physical layer, referred to as PNC, so as to achieve further improvement in throughput. In particular, there are only two time slots in each transmission period for PNC.

To be specific, $U_1$ and $U_2$ send their corresponding messages to $R$ simultaneously in the first time slot, while $R$ decodes the “corrupted” superimposed signal and broadcasts the retrieved signal to $U_1$ and $U_2$ in the second time slot\(^{23}\). In PNC, the interfered signal can be perfectly recovered at $R$ by means of appropriate decoding algorithms. Such a superimposed signal is considered as a useful piece of information that helps increasing the reliability of end-to-end transmissions in PNC systems. Inspired by the rate-boosting advantage, more researchers have delved into PNC research. Yet, the encoding algorithm therein is based on the assumption of symbol-level and carrier-phase synchronization, which cannot be easily realized in certain practical applications such as the up-links of wireless communication systems. To overcome this limitation, the concept of ANC, which can be utilized in both synchronous and asynchronous scenarios, has been developed by Katti et al. [155]. Instead of the DF protocol, $R$ always exploits the amplify-and-forward (AF) protocol [156] to deal with the interfered signal in ANC systems.

In [157]–[159], PNC and ANC schemes have been introduced to the conventional SS systems, e.g., CDMA systems, and their error performance and throughput have been thoroughly analyzed over AWGN and multipath fading channels. The results have shown that the network-coded SS system attains a satisfactory enhancement in throughput over the conventional SS systems. In the wake of the success of network-coded CDMA systems, Kaddoum et al. [71], [72] have dedicated special attention to applying the PNC and ANC techniques to DCSK-based systems. In these two papers, the authors have also analyzed the theoretical BER performance of PNC-aided DCSK system and ANC-aided DCSK system under the multipath fading condition with delay spread, which has not been considered in [157]–[159].

1) PNC-DCSK system: To the best of our knowledge, the first paper that ventures into the PNC-aided DCSK systems was published in 2015 [71]. However, the authors have found that the PNC-DCSK system cannot produce good error performance in the context of multipath fading because the superimposed signal suffers from a more severe IUI and noise as compared to the case of one-ray fading.

In order to address the interference problem, two improved PNC (IPNC)-DCSK schemes have been developed, which are referred to as IPNC-DCSK1 and IPNC-DCSK2. Aiming to mitigate such interferences, the two users transmit their corresponding messages to $R$ separately by utilizing a time-multiplexing technique (similar to the fundamental SNC system) in the IPNC-DCSK1 system. On the other hand, frequency multiplexing is employed in the IPNC-DCSK2 system to distinguish the two signals that are simultaneously transmitted by the two users. As compared with the conventional PNC-DCSK system, the two IPNC-DCSK systems can effectively mitigate the IUI and thus enhance the error performance via increasing one additional time slot and doubling the bandwidth, respectively.

2) ANC-DCSK system: Apart from the PNC-DCSK system, the ANC-DCSK framework that takes the asynchronous sce-

\(^{23}\)Such a processing method is also known as the DF protocol.
nario into consideration has been thoroughly discussed in [72]. Unfortunately, the ANC-DCSK system does not show satisfactory performance due to the lack of interference-cancelation algorithms. More importantly, the ANC-DCSK scheme may not be able to support more than two users because of the absence of available MA transmission strategy. As is well known, MA compatibility is one fundamental requirement for the next-generation (5G) wireless communication systems.

To tackle the above-mentioned practical weaknesses, a novel ANC-MC-DCSK architecture that combines ANC scheme with MA-MC-DCSK modulation has been conceived in [72]. In the MA-ANC-MC-DCSK system, $N$ ($N > 2$) users can be distinguished in the frequency domain in order to avoid IUI. More precisely, for a given bandwidth, each user is firstly assigned an independent frequency to transmit the reference-chaotic signal, whereas the remaining bandwidth is shared by all users to transmit information-bearing signals. Based on such a frequency-multiplexing method, these users are able to exchange their messages among one another with the help of ANC.

In each transmission period, all the $N$ users send their MC-DCSK signals to $R$ simultaneously in the first time slot. Then, $R$ exploits the ANC operation to process the $N$ received signals. The ANC-coded signal will be directly amplified by $R$ and forwarded to the $N$ users in the second time slot. To improve the decoding performance of MA-ANC-MC-DCSK system over multipath fading channels, a self-interference-mitigation methodology has been proposed in [72]. Using such an algorithm, the ultimate receiver terminal (e.g., $U_1$) can alleviate its self-interference by subtracting its own “corrupted” signal from the overall received signal\(^{24}\).

At the end of this subsection, we provide a concise portrayal on the advantages and disadvantages of the aforementioned network-coded DCSK-based systems.

- Among all the two-user network-coded DCSK systems, IPNC-DCSK1/DCSK2 system, DNC-DCSK system, and ANC-DCSK system produce the best, moderate, and the worst error performance, respectively. The main reason is that the first two systems employ DF protocol at $R$ while the last one exploits AF protocol.
- As compared with PNC-based DCSK systems, ANC-MC-DCSK system not only can be applicable to asynchronous scenarios, but also achieve MA capability more easily. However, such advantages are obtained by dramatically increasing the required bandwidth and system complexity.
- PNC-based DCSK systems do not need any CSI at the receiver. However, in ANC-MC-DCSK system, CSI should be estimated in order to execute the self-interference-cancelation algorithm, which is served as an indispensable and intermediate step for achieving good end-to-end performance.

\(^{24}\)The “corrupted” signal of $U_k$ is defined as components of the overall received signal that include the terms $s_k,q(t)$, where $s_k,q(t)$ is the transmitted MC-DCSK signal of $U_k$ for the $q$-th bitstream during the first time slot, as defined in (6).

H. Other DCSK-Related Systems

Additionally, some other meritorious DCSK-related systems, such as combined DCSK/CS-DCSK conventional communication systems, MR-based $M$-ary DCSK system and OFDM-DCSK system, have been proposed, designed, and analyzed in recent years [47]–[49], [73], [122]. In [47], [48], the theoretical and simulated error performance of DCSK systems has been intensely studied under the influence of either a coexisting BPSK or DSSS system (i.e., the combined DCSK-BPSK or DCSK-DSSS system) over an AWGN channel. As a further advance, the combined CS-DCSK-BPSK system has been developed in [49], where the corresponding theoretical BER expression has been derived over a multipath Nakagami fading channel. In [73], DCSK modulation has been introduced for multimedia transmissions, in which MR modulation is considered in the $M$-ary DCSK system and an MR-based $M$-ary DCSK system is formulated. Moreover, a novel OFDM-DCSK system has been proposed in [122] for the sake of increasing the spectral and energy efficiencies, as well as boosting the MA capability.

In general, all the above-mentioned DCSK-related systems can outperform their corresponding counterparts in certain aspects and have shown sufficient potential in their relevant applications. Due to the space limitation, the design and analysis methodologies of such systems are not elaborated here because they are not the major focus of this paper. Instead, we refer the interested readers to the above-cited articles as well as the references therein for more details. They can serve as a good starting point for further study.

V. DESIGN OF FM-DCSK-BASED UWB SYSTEMS

Over the past ten years or so, there has been increasing interest in the research community towards the UWB communication technology [160]–[163]. Robustness against fading together with the potential for low-cost and low-power transceiver design are two main features that make UWB the preferable choice for a range of wireless communication applications, especially for WPAN, WSN, and WBAN. As a TR system, it has been pointed out in [83] that FM-DCSK modulation can capture the entire signal energy without requiring CSI and therefore offers a good candidate for UWB transmission. Motivated by that work, more and more research attention has been moved on to the design and analysis of FM-DCSK UWB systems [80]–[82], [85], [87]–[93], [123]. Furthermore, chaos-based UWB signal has been included in the latest standard for WBAN (i.e., IEEE 802.15.6) recently [97]. In this section, we summarize the research contributions that have been made in FM-DCSK-based UWB systems.

A. Principles of FM-DCSK-UWB System

1) Transceiver structure: Similar to the FM-DCSK systems in Sect. III-A, FM-DCSK UWB systems belong to the category of TR systems. The transmitter configuration of an FM-DCSK UWB system is the same as that shown in Fig. 6, except that the original chaos generator is replaced by a UWB-chaos-pulse generator.
The structure of a generalized (binary) FM-DCSK UWB signal is depicted in Fig. 28. Referring to this figure, each information bit \( b_i \) to be transmitted is mapped onto a FM-DCSK UWB signal that includes two ultrashort chaotic pulses (i.e., chips) \( g_i(t) \) and \( g'_i(t) \). Here, \( g_i(t) \) and \( g'_i(t) \) denote the reference FM-chaotic (UWB) pulse and the information-bearing pulse, respectively; \( T_c \) denotes the duration of each pulse; \( T \) represents the duration of the whole signal; \( T_g \) denotes the guard interval between two component pulses; and \( T_\Delta \) is the guard gap between two adjacent FM-DCSK UWB signals (i.e., symbols). As a consequence, the overall duration used to transmit a chaotic pulse becomes \( T_D = T/M = T_c + T_g \) with \( M = 2 \) denoting the order of DCSK modulation and \( T_D > T_c \). Noticeably, \( T_D \) assures the maximum data rate (i.e., \( R_T = 1/T \)), whereas \( T_g \) reduces the inter-pulse interference (IPI) caused by multipath transmission as well as the ISI between adjacent signals\(^{25}\).

At the receiver terminal, the source information bit can be recovered from the received signal by exploiting a DC demodulator because of the special TR signal structure. Normally, the integration interval of the component correlator satisfies \( T_{II} = T_D \).

2) Critical parameters: In a typical UWB channel model that contains multipath propagation (e.g., multipath fading and delay)\(^{164}\), the performance of FM-DCSK UWB systems is mainly dependent on the guard interval and integration interval. We now simply analyze the impact of these two key parameters on the system performance.

(1) Guard Interval: As illustrated in [87], the error performance of FM-DCSK UWB systems over a multipath fading channel is dominated by a range of factors such as IPI, ISI, and Gaussian noise. Given a fixed pulse duration \( T_c \), the data rate \( R_T \) and integration interval \( T_{II} \) are specified by \( T_g \). As \( T_g \) increases, IPI and ISI diminish while the noise involved increases. Accordingly, the system performance will undergo an initial-increase-and-then-decrease process. It indicates that there exists an optimal value of \( T_g \) (denoted as \( T_g, \text{th} \)) accomplishing the best error performance.

To be specific, if \( T_g \in [0, T_g, \text{th}] \), the error performance improves with \( T_g \) because the benefit from reducing IPI and ISI can sufficiently offset the increase in noise level. As \( T_g \) increases beyond \( T_g, \text{th} \) (i.e., \( T_g \in (T_g, \text{th}, T_g, \text{max}] \)), the guard interval becomes so large that the extra reduction in IPI and ISI is minimal and negligible. But the noise level is still increasing with \( T_g \), which results in an overall performance degradation. Besides the error performance, the data rate decreases gradually as \( T_g \) becomes larger.

(2) Integration Interval: On the other hand, if both \( T_c \) and \( T_g \) are kept constant (i.e., \( T = 2T_D = 2(T_c + T_g) \) is constant), the system performance is solely dependent on the integration interval \( T_{II} \) at the receiver. In fact, \( T_{II} \) is always set to \( T/2 \) in the conventional FM-DCSK system over different channel environments\(^{29}, \[31\], whereas it is assumed as \( T_c \) in the FM-DCSK UWB system over an AWGN channel\(^{83}\). When the channel is no longer AWGN, the integration interval can vary within \([T_c, T/2]\) under UWB transmission scenarios. So, it needs to explore an optimal balance between the captured signal energy and noise energy.

As an example, the influence of the above two parameters on the performance of FM-DCSK UWB systems has been thoroughly discussed in the context of multipath fading by Min et al.\(^{[87]}\) so as to verify the feasibility of their potential in IEEE 802.15.4a indoor applications.

(3) Channel Model: We restrict ourselves to low-rate and low-power short-range wireless communication applications (e.g., WPANs and WSNs). Having an accurate CM is extremely vital for performance evaluation and design of FM-DCSK UWB systems. Actually, there are two families of CMs that can be used to characterize UWB transmission scenarios, i.e., IEEE 802.15.3a CMs\(^\text{[165]}\) and IEEE 802.15.4a CMs\(^\text{[164, 166]}\).

CMs standardized by IEEE 802.15.4a appear to be a more general and popular family of CMs in UWB research and practice because of the more diverse operating environments and a longer operating range. Therefore, the IEEE 802.15.4a CMs are adopted as the UWB transmission environments in this paper. This family of CMs cover the frequency range from 2 GHz to 10 GHz, and include various testing environments with line-of-sight (LOS) and non-LOS (NLOS) properties. The nine CMs (i.e., CM1 to CM9) defined by IEEE 802.15.4a standard are listed in Table VII. More detailed parameters for each CM in this table can be found in [164]. It has been pointed out in [87], [89] that systems having excellent performance in CM1 can also perform well in other CMs. Therefore, in the following subsections, all simulation results...
of FM-DCSK-based UWB systems are performed over the CM1 channel for simplicity, where both multipath fading and delay spread are involved.

**Example 12:** As a simple example, we discuss the impact of guard-interval length on the error performance of the SU-FM-DCSK UWB system over an IEEE 802.15.4a CM1 channel and show the corresponding result in Fig. 29. Suppose that channel parameters are set as follows: the bit duration \( T = 1000\text{ns} \), the chaotic-pulse duration \( T_c = 2.5\text{ns} \), and the sampling frequency \( f_s = 8\text{GHz} \). Thus, the maximal guard interval becomes \( T_{g,\text{max}} = 497.5\text{ns} \). As a consequence, the guard interval should satisfy \( T_g \in [0, 497.5\text{ns}] \). As observed from this figure, the simulated result agrees well with the aforementioned theoretical analysis, and the optimal value of guard interval is \( T_{g,\text{th}} = 50\text{ns} \). Note also that there may exist a more accurate value of \( T_{g,\text{th}} \in [25\text{ns}, 75\text{ns}] \) because only three \( T_g \) samples within the closed interval are selected in this simulation.

### B. Timing-Synchronization Algorithm

Since the information-bearing pulse in TR-UWB systems (e.g., FM-DCSK UWB system) is extremely short, the corresponding error performance is very sensitive to the captured signal energy and noise energy. In this scenario, timing offset may severely deteriorate the performance of TR-UWB systems and thus make them not practically applicable [167], [168]. Thereby, timing synchronization\(^{27}\) becomes one challenging problem for the UWB receiver design in practical applications.

To date, there have been a variety of articles studying the timing synchronization issue of coherent and noncoherent UWB systems [169]–[172]. In particular, timing-synchronization algorithms for noncoherent TR-UWB systems in [171] and [172] are respectively carried out based on (i) the “peak-picking” operation on a large set of cross-correlation values of the received signals; and (ii) the correlation of two consecutive received signals. Nonetheless, these two approaches may not be suitable for FM-DCSK UWB systems due to the following reasons.

- Different from the conventional TR UWB signal, the transmitted FM-DCSK UWB signal varies even for the same information bits. It is because of the time-varying chaotic waveform being used as the reference UWB pulse.
- The inherent near-random property of chaotic signals yields a very low cross-correlation value.

Accordingly, there is a lack of usable timing-synchronization algorithm for FM-DCSK UWB systems. To complement the previous research work on FM-DCSK UWB systems, a fast data-aided timing-synchronization algorithm, which capitalizes on the good cross-correlation characteristic of chaotic signals, has been proposed by Chen et al. [88].

Consider an FM-DCSK UWB system where the arrival time of the incoming signal is not known at the receiver terminal. Fig. 30 depicts the structure of the receiver including a timing-synchronization module, where \( T \) denotes the bit duration and \( T_{IS} \) denotes the estimated starting point of integration. Hence, the objective of the proposed timing-synchronization algorithm is to optimize the value of \( T_{IS} \) so as to achieve \( T_{IS} \in [T_{IS}-T_{\text{res}}, T_{IS}+T_{\text{res}}] \) [88]. Here, \( T_{IS} \) is the ideal starting point of integration, \( T_{\text{res}} = 1/f_s \) is the synchronization resolution defined in [172], and \( f_s \) is the sampling frequency of each chaotic pulse.

The data-aided timing-synchronization algorithm for the FM-DCSK UWB system [88] is summarized as follows.

1. Initialize the estimated starting point of integration by \( T_{IS} = T_{IS,0} \), where \( T_{IS,0} \in [0, T] \); and reset the number of optimization steps as \( T_{\text{res}} = 0 \).
2. Divide the interval \([T_{IS}, T_{IS} + T] \) into \( N_{TS} \) successive uniform subintervals by adding \( N_{TS} - 1 \) points, i.e.,

\[
T_{IS} + T/N_{TS}, T_{IS} + 2T/N_{TS}, \ldots, T_{IS} + (N_{TS} - 1)T/N_{TS}.
\]

For \( \mu = 0, 1, 2, \ldots, N_{TS} - 1 \), measure the following integration with the starting point \( T_{IS} + \mu T/N_{TS} \),

\[
\Gamma_{i,\mu}^{(0)}(z) = \left. \int_{T_{IS} + \mu T/N_{TS}}^{T_{IS} + (\mu + 1)T/N_{TS}} r_i(t) r_i^*(t + T/2) dt \right|_{z_i}^{z_i + T/2},
\]

where \( r_i(t) \) is the received signal corresponding to \( b_i \), \( T_{II} \in (0, T/2) \) is the integral window of the timing synchronization, the subscript \( ^{**} \) is the complex-conjugate operator, and \( \cdot \) is the index \( \Omega_0 \).
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for which the maximum signal energy $\Gamma_{i,\mu}^{(0)} = \max_{\mu} \Gamma_{i,\mu}^{(0)}$ is accomplished, is readily found via comparison (i.e., $\Omega_0 = \arg \max_{\mu} \Gamma_{i,\mu}^{(0)}$). Then, $\hat{T}_{IS}$ is updated as

$$\hat{T}_{IS} = \hat{T}_{IS} - (N_{TS} - \Omega_0)T/N_{TS},$$

and the ideal starting point follows $T_{IS} \in [\hat{T}_{IS} - T/N_{TS}, \hat{T}_{IS} + T/N_{TS}]$. Set $z_{TS} = T_{IS} + 1$.

3) If $z_{TS} > 1$, go to Step 4; otherwise (i.e., $z_{TS} = 1$), the region that $T_{IS}$ lies in is split into two uniform subregions, i.e., $[\hat{T}_{IS} - T/N_{TS}, \hat{T}_{IS}]$ and $[\hat{T}_{IS}, \hat{T}_{IS} + T/N_{TS}]$. Then, utilize the middle points of the above two subregions, i.e., $\hat{T}_{IS} + (1/2)T/(2N_{TS})$ ($i \in \{0, 1\}$), as two starting points, respectively, to calculate the following integration:

$$\Gamma_{i,\mu}^{(1)} = \int_{\hat{T}_{IS} - (1/2)T/(2N_{TS})}^{\hat{T}_{IS} + (1/2)T/(2N_{TS})} r_i(t) r_{\mu}^*(t + T/2) dt.$$  \hspace{1cm} (13)

Hence, the ideal starting point is located in $T_{IS} \in [\hat{T}_{IS} - T/N_{TS}, \hat{T}_{IS}]$ if $\Omega_1 = \arg \max_{\mu} \Gamma_{i,\mu}^{(1)} = 0$. Otherwise, $T_{IS} \in [\hat{T}_{IS}, \hat{T}_{IS} + T/N_{TS}]$. The middle point of the resultant region is then considered as the updated value of $\hat{T}_{IS}$, i.e.,

$$\hat{T}_{IS} = \hat{T}_{IS} - (1)\Omega_1T/(2N_{TS}).$$  \hspace{1cm} (14)

Exploiting the updated $\hat{T}_{IS}$, the region involves $T_{IS}$ can be rewritten as $T_{IS} \in [\hat{T}_{IS} - T/(2N_{TS}), \hat{T}_{IS} + T/(2N_{TS})]$.

4) For $z_{TS} = 2, 3, \cdots$, $\hat{T}_{IS}$ can be promptly obtained through a similar way as Step 3), resulting in

$$\hat{T}_{IS} = \hat{T}_{IS} - (1)^z\Omega_{TS}T/\left(2^{z+1}N_{TS}\right),$$  \hspace{1cm} (15)

where the original $\hat{T}_{IS}$ on the right-hand side of this equation is give by (12); $\Omega_{TS} = \arg \max_{i} \Gamma_{i,\mu}^{(z+1)} \in \{0, 1\}$; and $\Gamma_{i,\mu}^{(z+1)}$ is given by [88, eq.(8)]. Accordingly, $T_{IS}$ lies in $[\hat{T}_{IS} - T/(2^{z+1}N_{TS}), \hat{T}_{IS} + T/(2^{z+1}N_{TS})]$.

5) For $z_{TS} = 0, 1, 2, \cdots$, the synchronization error is calculated as $\Delta_{TS} = |\hat{T}_{IS} - T_{IS}| \leq T/(2^{z+1}N_{TS}) \triangleq \Delta_{TS,\text{max}}$. If $\Delta_{TS,\text{max}} > T_{res}$, set $z_{TS} = z_{TS} + 1$ and go to Step 3); otherwise, terminate the optimization.

Remarks:

- In the timing-synchronization algorithm, $N_{TS}$ is a small positive number and is usually set as 4. Besides, the integral window $T_{ID}^g$ is a key parameter to determine the synchronization performance and thus should be appropriately selected [88].
- With respect to the exhaustive-searching algorithm for conventional TR-UWB systems [172], the proposed data-aided algorithm not only can speed up the timing acquisition, but also can remarkably reduce the computational complexity. For example, the time complexity of former one is $O(1/T_{res})$ while that of the latter one is $O(\log_2(1/T_{res}))$ ($f_s = 1/T_{res} \gg 1$).
- Using the proposed timing-synchronization algorithm, the error performance of the FM-DCSK UWB system over an IEEE 802.15.4a CM1 channel becomes fairly close to the case of perfect timing acquisition [88].

For the reasons mentioned above, the timing-synchronization algorithm proposed in [88] is particularly suitable for the FM-DCSK UWB architecture, and it further facilitates the application of such type of systems to low-rate and low-power WPANs/WSNs. In the rest of this treatise, we will directly assume that perfect timing synchronization is achieved at the receiver of FM-DCSK-based UWB systems.

C. SIMO FM-DCSK UWB System

Although the critical parameters and timing-synchronization issues of FM-DCSK UWB systems under indoor transmission scenarios have already been extensively studied in the literature, a myriad of interesting issues on the design and analysis, e.g., error performance and throughput enhancement, delay line problem, MA capability, theoretical-analysis tool, etc., are awaiting for further investigation. All of these issues are highly relevant to the application of FM-DCSK UWB to modern wireless communication systems.

To overcome the weaknesses of delay line and user capacity in conventional FM-DCSK UWB systems, a new SIMO CPC-based FM-DCSK UWB system has been conceived by Wang et al [90]. In the proposed system, the format of the transmitted FM-DCSK UWB signal has firstly been modified to a so-called CPC-based FM-DCSK UWB signal based on an $M$-order ($M \geq 4$) WC. The goal is to reduce the length of time-delay units. Then a time-division scheme has been introduced to the CPC-based FM-DCSK UWB system to address the limitation on user capacity. To elaborate a little further on the novel FM-DCSK UWB system, we describe the corresponding transceiver design and its application to an AN scenario as follows.

1) Transceiver structure: In the CPC-based SIMO FM-DCSK UWB system, an $M$-order WC is adopted at the transmitter$^{28}$. Unlike the original SIMO FM-DCSK system [86], where all row vectors of the WC have been utilized to realize multiband transmission, the CPC-based SIMO FM-DCSK UWB system only uses the first two row vectors (i.e., $w_1$ and $w_2$) to multiply with the $M$ chaotic pulses and to form the transmitted signal.

For example, assuming that $M = 4$, each information bit $b_i \in \{+1, -1\}$ is represented by an FM-DCSK UWB signal having four ultrashort chaotic pulses, i.e., $s_i(t) = w_{(3-b_i)/2} * [g_i(t) g_i(t) g_i(t) g_i(t)]$, where $g_i(t)$ denotes the reference FM-chaotic UWB pulse of duration $T_c$. However, in this scenario, the distance between the neighboring chaotic pulses in each transmitted signal (i.e., the length of time-delay unit $T_D$) is no longer equal to $T/M$, but is decreased to an acceptable value that satisfies $T_D > T_c$. As a result, the guard gap between two neighboring signals can be promptly calculated as $T_D = T - 3T_D - T_c \neq T_g$, where $T_g = T_D - T_c$.

Based on the aforementioned discussion, the structures of the transmitted signals in the CPC-based SIMO FM-DCSK UWB system and conventional SIMO FM-DCSK system are illustrated in Fig. 31.

$^{28}$ is also defined as the order of the CPC-based SIMO FM-DCSK UWB system in this subsection.
At the receiver terminal, the received signals corresponding to different transmit-receive antenna pairs are firstly detected by independent DC/GML demodulators, in which the integration interval satisfies $T_{\text{II}} = T_D$. The obtained energies are combined by either EGC or MRC and then the estimated bit is decoded by an appropriate decision-making rule.

**Remarks:**

- For a given demodulator (DC or GML), the CPC-based scheme outperforms the conventional scheme over multi-path fading channels, especially in the high-SNR region, provided that $T_D \geq T_c$. It is because a shorter integration interval and a larger guard gap ensure less captured noise energy and smaller ISI. Although a more severe IPI is observed simultaneously, this effect is inferior to that of the attainable advantages. Consequently, the CPC-based scheme can exhibit a better error performance, and the performance gain will increase gradually as $T_D$ becomes smaller until an optimal value is achieved (see the forthcoming Example 13).
- As long delay lines are very difficult to be implemented by the existing technologies [173], $M$ should be set to a sufficiently large integer for the sake of reducing the length of time-delay units to a desirable value. Along with a larger value of $M$, the required number of delay lines in both transmitter and receiver increase. Meanwhile, the energy per pulse may become too weak to resist the noise, which leads to a performance degradation. In accordance with the aforementioned reasons, one should carefully select the value of $M$ to obtain a good balance between implementation complexity and error performance. As reported in [90], $M = 4$ has been proved to be an optimal value when the above two issues are taken into account.
- Between the two types of demodulators (i.e., DC and GML), the GML scheme can perform better but requires more delay lines.

2) **MA scheme:** In the CPC-based SIMO FM-DCSK UWB system, all the component pulses are located at the front part of one bit duration, as shown in Fig. 31(b). In fact, the effective signal that includes all the pulses has a duration of $T_{\text{ES}} = MT_D \ll T$. There is still an idle time (i.e., duration of an idle period) $T_{\text{ID}} = T - T_{\text{ES}}$ in each bit duration, which can be substantially utilized to accommodate more users.

Without loss of generality, we consider an $M$-order CPC-based SIMO FM-DCSK UWB system. Exploiting the time-division technique, the maximum number of users that can be accommodated in each transmission period is expressed as $C_{\text{TD}} = \lfloor T/T_{\text{ES}} \rfloor$, where $\lfloor x \rfloor$ denotes the floor of $x$. Also, the $M$-order WC can be assigned to $M/2$ user groups. In this way, the user capacity, i.e., the total number of users that can be accommodated, is finally given as $C_u = C_{\text{TD}} \cdot (M/2) = \lfloor T/(2T_D) \rfloor$.

**Remark:** The user capacity of the CPC-based SIMO FM-DCSK UWB system is no longer limited by the order of WC (i.e., $M$), but is only dependent on the integration interval $T_D$.

**Example 13:** We consider an SU-CPC-based SIMO FM-DCSK UWB system in an IEEE 802.15.4a CM1 channel. Suppose that the channel-parameter setting here is the same as that in Example 12, while the system parameters are set as follows: the order of WC $M = 4$ and the number of receive antennas $N_R = 2$. As a validation of the design in [90], we compare the BER performance of the CPC-based and conventional SIMO FM-DCSK UWB systems in Fig. 32. It is clear that the CPC-based scheme is remarkably superior to the conventional scheme. For instance, at a BER of $2 \times 10^{-5}$, the former one possesses a gain of about 3 dB over the latter one.

### D. Cooperative FM-DCSK UWB system

As an application of DCSK-CC systems to UWB scenarios, a two-user cooperative FM-DCSK UWB system has been developed by Fang et al. [89]. In that work, the authors have...
evaluated the theoretical BER performance of cooperative FM-DCSK UWB system in the IEEE 802.15.4a CMs with small-scale fading statistics. Also, the integration interval has been optimized by employing a binary-search algorithm. Aiming at obtaining further improvement, the SIMO architecture has been introduced to the cooperative FM-DCSK UWB system to form a cooperative SIMO FM-DCSK UWB system. Straightforwardly, the cooperative FM-DCSK UWB system can outperform the traditional FM-DCSK-NC UWB system owing to the same reasons mentioned in Sect. IV-D. Thus, we only perform simulations on the cooperative SIMO FM-DCSK UWB system to further demonstrate the merit of optimizing the integration interval over a CM1 multipath fading channel.

**Example 14:** Fig. 33 plots the BER results of the cooperative SIMO FM-DCSK UWB system over a CM1 channel with different integration intervals. The parameters used are $N_R = 2, M = 4, T = 400$ ns, $T_c = 2.5$ ns, and $f_s = 8$ GHz.

In this treatise, we have provided a comprehensive survey of the open literature related to DCSK-based communication systems and their underlying application to UWB scenarios. We have considered DCSK modulation and its valuable variants, DCSK-related communication systems, as well as FM-DCSK-based UWB systems under various transmission scenarios from the design and analysis perspectives. Specifically, we have restricted our elaborations to the design principles of such modulations and systems in the theory aspect but have slightly touched upon the corresponding hardware implementations.

We have commenced the discourse by summarizing the fundamental knowledge of CSK and DCSK modulations, including the related terminology and definitions, in Sect II. Therein, the classical MA strategies and CMs of DCSK-based systems have also been reviewed, followed by a compact historical overview of the contributions related to such communication systems.

Based on these preliminary foundations, in Sect. III we have proceeded to present a range of meritorious variants of DCSK modulation scheme. In Sect. III-A, we have given a concise portrayal of the FM-DCSK and its corresponding improved version (i.e., IFM-DCSK), both of which can overcome the drawback of unstable bit-energy in DCSK and keep the error performance unchanged. In Sects. III-B and III-C, we have outlined the research achievements in designing multilevel DCSK schemes, i.e., QCSDK scheme and three types of $M$-ary DCSK schemes. All these multilevel methods can achieve much higher data rate via either increasing the implementation complexity or reducing the spectral efficiency. Afterwards, the CS-DCSK and DDCSK have been briefly introduced in Sects. III-D and III-E, respectively. The last subsection (i.e., Sect. III-F) has portrayed the newly developed MC-DCSK and its corresponding advantages.

In Sect. IV, we have turned our attention to the current research topics related to designing DCSK-related wireless communication systems over multipath fading channels. We have

**E. Other FM-DCSK-based UWB Systems**

Similar to the SIMO and cooperative FM-DCSK UWB systems elaborated in Sects. V-C and V-D, most of the other DCSK-related frameworks can be applied to the UWB scenarios. For example, STBC-FM-DCSK UWB system, MIMO-relay FM-DCSK UWB system and ARQ-based FM-DCSK UWB system, have been carefully studied in [53], [91], and [92], respectively, so as to meet the low-rate and low-power requirement of WPAN and WSN applications. Furthermore, the CS-DCSK modulation has been extended to UWB transmission environments in [80]. In that work, the authors have roughly analyzed the BER performance of FM-CS-DCSK UWB system in the presence of narrowband interference over IEEE 802.15.4a indoor channels.

Recently, the performance of FM-DCSK UWB system has been briefly investigated for wireless medical applications [93]. In particular, the key parameter, e.g., integration interval, has been discussed in order to fit well with the QoS requirements of different medical environments.

Nonetheless, there may exist some other FM-DCSK UWB systems in the vast volume of literature which have not been enumerated explicitly in this article.

**VI. CONCLUDING REMARKS AND FUTURE RESEARCH DIRECTIONS**

**A. Concluding Remarks**

In this treatise, we have provided a comprehensive survey of the open literature related to DCSK-based communication systems and their underlying application to UWB scenarios. We have considered DCSK modulation and its valuable variants, DCSK-related communication systems, as well as FM-DCSK-based UWB systems under various transmission scenarios from the design and analysis perspectives. Specifically, we have restricted our elaborations to the design principles of such modulations and systems in the theory aspect but have slightly touched upon the corresponding hardware implementations.

We have commenced the discourse by summarizing the fundamental knowledge of CSK and DCSK modulations, including the related terminology and definitions, in Sect II. Therein, the classical MA strategies and CMs of DCSK-based systems have also been reviewed, followed by a compact historical overview of the contributions related to such communication systems.

Based on these preliminary foundations, in Sect. III we have proceeded to present a range of meritorious variants of DCSK modulation scheme. In Sect. III-A, we have given a concise portrayal of the FM-DCSK and its corresponding improved version (i.e., IFM-DCSK), both of which can overcome the drawback of unstable bit-energy in DCSK and keep the error performance unchanged. In Sects. III-B and III-C, we have outlined the research achievements in designing multilevel DCSK schemes, i.e., QCSDK scheme and three types of $M$-ary DCSK schemes. All these multilevel methods can achieve much higher data rate via either increasing the implementation complexity or reducing the spectral efficiency. Afterwards, the CS-DCSK and DDCSK have been briefly introduced in Sects. III-D and III-E, respectively. The last subsection (i.e., Sect. III-F) has portrayed the newly developed MC-DCSK and its corresponding advantages.

In Sect. IV, we have turned our attention to the current research topics related to designing DCSK-related wireless communication systems over multipath fading channels. We have
started this section by explaining the configuration of a WC-based SIMO FM-DCSK system that accomplishes improvement in both error performance and data rate in Sect. IV-A. Subsequently, we have summarized the design methodologies of two different types of STBC-DCSK systems in Sect. IV-B. However, some practical wireless communication systems may not install multiple transmit antennas, which limits the further applications of STBC-based architecture. Then we have surveyed some preferable DCSK-related systems that only equip one antenna at the transmitter, such as the MIMO relay DCSK-CD system in Sect. IV-C and DCSK-CC system in Sect. IV-D. The joint design of DCSK and error-control techniques (i.e., ECC and ARQ/CARQ) has been presented in Sects. IV-E and IV-F. In addition, we have discussed the PNC-DCSK and ANC-DCSK systems in Sect. IV-G and have taken a quick glance at other DCSK-related communication systems developed in recent years in Sect. IV-H.

Apart from the relevant contributions achieved under the DCSK-based frameworks, the application of such techniques to UWB scenarios has been introduced in Sect. V. In this section, we have dedicated special attention to the employment of FM-DCSK-based modulation schemes, which are particularly feasible for low-power short-range UWB transmissions. In Sect. V-A, we continued to survey the basic principles of FM-DCSK UWB system including transceiver structure, critical parameters, and channel models. It has been emphasized that the guard interval and integration interval are the two most important parameters of such a system. We have also outlined the emerging issue of timing synchronization and the corresponding solution in Sect. V-B. Moreover, in Sects. V-C and V-D, the design and optimization of SIMO and cooperative FM-DCSK UWB systems have been discussed, respectively, in which the inherent feature of FM-DCSK UWB signal is taken into consideration. Besides, other state-of-the-art FM-DCSK-based UWB systems have been briefly reviewed in Sect. V-E.

To summarize, as a new type of SS techniques, the DCSK-based modulations have demonstrated their potential and superiority for use in a great deal of wireless communication applications, especially for low-power and low-complexity short-range WPANs, WSNs, and WBANs. Certainly, such novel type of modulations creates new opportunities as well as challenges for modern SS communications.

B. Future Research Directions

DCSK-based modulations have received significant attention since its first appearance. Some chaotic modulation schemes, such as TR-like FM-DCSK-based scheme and chaos-based UWB scheme, have already been proposed for the WPAN applications within the IEEE 802.15.4a standard and the WBAN applications within the IEEE 802.15.6 standard. There is no doubt that DCSK may find more deployment in other potential applications and be considered by some new standards in the near future. However, much more effort should be spent for practical applications of DCSK. Based on our discussions in the preceding sections, some of the open research issues and practical challenges are listed as follows.

1) Although the capacity of DCSK-modulated system over an AWGN channel has been analyzed by means of Monte-Carlo simulations [25], it is more interesting to propose some sophisticated approaches in order to derive the corresponding capacity bound over a multipath Nakagami fading channel, which can accurately characterize the fading statistics of realistic wireless transmission environments.

2) As argued in Sect. IV-E, the performance of DCSK system is still far away from the channel capacity and hence it can be significantly boosted by using LDPC codes. Nevertheless, the current research endeavor has been to directly use the existing LDPC codes in DCSK systems without any modification [64], [65]. Recent works like [70] have only focused on the decoding aspect in such coded-modulation systems. So, it makes sense to develop an appropriate approach for designing a code structure that fits better with the LDPC-coded DCSK systems. It is believed that the performance gap to the channel capacity can be further reduced with the use of an optimized LDPC code.

3) FM-DCSK UWB systems have been widely studied in the past decade and appear to be a major direction for the DCSK research community. As the UWB CMs in IEEE 802.15.4a standard are more complicated compared with the multipath Nakagami fading CM, the theoretical performance analysis of FM-DCSK UWB system in such transmission scenarios becomes an intractable problem. Till now, this research topic has only been preliminarily discussed by a few articles [80], [89], and it is definitely worth further investigation.

4) According to Sect. V-E, FM-DCSK UWB systems can also be utilized in wireless medical applications, such as WBANs, by adjusting some critical parameters. Nowadays, the interest in WBAN has grown significantly towards real applications such as wearable and portable e-Health systems [97], [174], [175]. Due to the low-power and low-complexity requirement of WBAN applications, the combination of simple ECCs and modulations may offer a good choice for the corresponding physical-layer design. Therefore, the design of low-complexity ECCs (e.g., cyclic LDPC codes and protograph LDPC codes) concatenated with FM-DCSK-based UWB modulations deserves for a future line.

5) We also anticipate that another potential research direction is to further study other excellent variants of DCSK. As can be observed from Sect. III, a significant amount of DCSK variants have been constructed respectively for the SU and MA scenarios. Unfortunately, the inherent drawbacks of DCSK, e.g., relatively low energy and spectral efficiencies, have not been addressed adequately. As power consumption and bandwidth consumption are always seriously concerned in the implementation of wireless communication devices, more research attempt is expected for designing more efficient non-coherent chaos-based modulations without sacrificing error performance.

6) As far as we know, most research in the open literature has been endeavored to the theoretical advancement of the DCSK-based communication systems rather than hardware implementation. Recently, the authors in [123], [176] have attempted to implement DCSK and FM-DCSK modula-
tions and have measured their corresponding performance in software-radio-based platforms. Yet, there is still a lack of hardware-based platform for real measurement of such modulations, and hence a good solution to this problem will be truly encouraging.
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