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and the information-bearing signal. The correlator output for the
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Ith received bit is denoted &§, which is given in by
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Fig. 3. Block diagram of the CS-DCSK receiver. il

After the CS-DCSK signal passing the frequency-selective N
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fading channeh;, the output of the channel is expressed as
+

EPR TR (5) .
whereNi is
As a narrow-bandwidth communication system, the channel im-

pulse response between BPSK transceivers is considered under
a frequencyBat fading channel, given by
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It is a single tap time-delay line (TDLUplter, wherea,, is a
Nakagamim distributed random variable with fading severity
indexrn and average powedt[x?] = 1. So, the output of this
channel is given by

Ni
~

noise signal

required signal

L

inter ferce signal

(9)

’ﬁ

Ni=2 Z wR,n+1wI,n+1Z(wR,n+1 + AW 1) CrB+5 I B+)

=1

N-1
+ Z WR,n+1WI n+1

n=0

3
Z 77721,3-1-]' (10)
j=1

and/ is the interference term ratled to the BPSK signal, which

is composed by three sub-items, namely,

(7)

Up = U Q My = Upty,.

At the receiver side, CS-DCSK and BPSK signals are mixed,

K-1 3

— 2
which are corrupted by additive white Gaussian noise. Thus, the [t = V& Z WRn+1WIn+1 Z bi_y

received signal, denoted by, is given by

(8)

wherer,, is zero-mean white Gaussiaoise with a two-sided
power spectral densit¥, /2.

In the CS-DCSK receiver shown in Fig. 3, the detector com-
putes the correlation of the corrupted reference signal and infor-
mation-bearing signal in thigh symbol duration.

TR = Sk + U + N

I1l. PERFORMANCE ANALYSIS OF THE COEXISTING

CS-DCSK/BPSK ©MMUNICATION SYSTEM

The coexisting CS-DCSK/BPSK communication system is {2 =2v Fp
considered as a discrete-time baseband equivalent model, as
shown in Fig. 1. It is assumed that the CS-DCSK and BPSK
sub-systems have the same data rate. It is also assumed that
the data streams of the two sub-systems are asynchronized, and
the relative delay between the two systems are equivalent to
A=Kp+6,0< K < N,0<é < fsignal samples. Further-
more, the symbols+1” and “—1" have an equal probability to
appear in the bit stream of both sub-systems.

A. Performance of CS-DCSK

As a performance benchmark, the bit error-rate (BER) of an
AWGN chamel is derivedprst. At the CS-DCSK receiver, the
detector computes the correlation of the corrupted reference
signal and the information-bearing signal. In CS-DCSK, the
refererce signal and the information-bearing signal have same
slots, but they are orthogonal because of the Walsh codes. So,
the detector requires the Walsh code sequences to be the same
as thain the transmitter in order to recover the reference signal
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Regardless of the values bf ; andb;, the term{, which

is the main part in the interference tefmequals to zero. Since
the combination ob;_; andb; will induce complicated expres-
sions, in order to simplify the atysis, here we derive the BER
expression under the synchronization assumption. The results
under asynchronization can be approximated by results under
synchronization, which will be veped by simulations later.

Thus, (9) can be rewritten as
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Thus, the output of the correlatd?;|(a; = +1,b; = +1), can
be written as
Zillar=+1,bi=+1)=Al{a;=+1) + 24/ P [B|(a; = +1)]

+2v/P5 [Cl(a; = +1)] + 2[D|(a; = +1)] + F|(a; = +1).
(25)

Here, the logistic map is used dmetchaotic signal generator.
The form of the mapis,; 1 =1 — 2T 0<xp<1.In[27], 1t
was proved thak[«;] = 0, E[z3] = 1/2 varls3] =1/8,Q =
Elzjpa2?] = =1/4, B[z, 23] = 0,5 —k # 1, and covariance
of z;, xy iScov[z;, xp] = Elzj, z1] — E[J,j]E[JJk] =0,j#k.

So, the means and variances 8f(a; = +1) through

F|(a; = +1) are expressed as
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FE [B|((Ll = +1)] =0, [C|(al = +1)} =0,
E[D|(a; = +1)] =0, E|[F|(a; = +1)] = 0,
var [Al(a; = +1)] = 8Nﬁva7 [Z],

To perform Gaussian apprOX|mat|on analysis, the conditional

mean and the conditional varianceffare needed to derive.

Suppose that a1” is transmitted by CS-DCSK during the
[th symbol duration, i.eq; = +1. Atthe CS-DCSK transmitter, Va7 [Cl(a; =

the chaotic carrier is a periodic signal with peri@dThus, the
variablesA throughF' can be simplbed as
N—-1

=41)= Z WR.n+1WI n+1
n=0

Al(a

E WR n+1 + wr VL+1) nB-‘rj

A

T

(20)

var [B|(a; = +1)] = —ﬁ4E [¢Z] = 2NBE []],
+1)] = &Nﬂ,
var [Dl(a; = +1)] = 5/3—4137 (3] = NBNE [¢],
var [F|(ar = +1)] = §NﬁNo,
cov [Al(a; = +1), B|(a; = +1)] ~ %SE [cjp165] =4ANBQ,
con[X,Y] =0

WhereXY € {A|(a, = +1),Bl(ei = +1),C|(ay =
|

)
+1),B|(al +1))or(B\ a; = +1),A|(a, +1)).






