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Abstract—We investigate the performance of the protograph
low-density parity-check (LDPC) codes, which have been shown
to possess simple structures and outstanding error performance
over additive white Gaussian noise (AWGN) channels, over
partial response (PR) channels using the finite-length extrinsic
information transfer (EXIT) algorithm. Due to the intersymbol
interference (ISI) caused by the PR channels, we observe that
the conventional protograph LDPC codes do not perform well in
terms of error rates. We further propose a new design scheme
and construct three new types of protograph LDPC codes. Unlike
conventional protograph LDPC codes in which the highest-degree
variable nodes are punctured, the new protograph LDPC codes
have their lowest-degree variable nodes punctured. Moreover,
some edge re-connections are made in one of the proposed
codes. The EXIT-chart analysis, the convergence analysis and
the bit-error-rate simulation have shown that all three new
codes outperform the conventional protograph LDPC codes.
Moreover, two of the proposed codes are superior to the regular
column-weight-3 LDPC code and thus they are good alternatives
compared to other error-correction codes for use in data storage
systems.

Index Terms—Finite-length EXIT algorithm, intersymbol in-
terference (ISI), partial response (PR) channels, protograph
LDPC codes.

I. INTRODUCTION

USING an iterative decoding algorithm, low-density
parity-check (LDPC) codes can perform very close to the

Shannon limit over an additive white Gaussian noise (AWGN)
channel [1], [2]. The error floor of the LDPC codes [3],
however, is a major issue that has to be overcome before LDPC
codes can be applied to systems that require very low error
floors and high throughputs, such as data storage systems and
optical communication systems. To overcome this problem,
a significant amount of work has been done. Methods based
on density evolution (DE) [4], [5] and extrinsic information
transfer (EXIT) function [6], [7] have been proposed and
used to optimize the degree distributions of the codes. Code
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construction mechanisms that aim to avoid structures that
contribute to the error floors have also been proposed [8],
[9], [10], [11]. Moreover, the error-floor problem can be
resolved to a certain extent by modifying the iterative decoding
algorithms [12], [13], [14].

Different from an AWGN channel, a partial response (PR)
channel, such as that used in a magnetic recording system, is
modeled as a discrete channel with intersymbol interference
(ISI). Turbo equalization [15], [16] has been adopted to
improve the error performance of communication systems
over PR channels [17]. The main idea of turbo equalization
is to treat the PR channel and the error-correction code as
the inner code and the outer code of a serial concatenated
scheme, respectively. Then one can apply the soft-input-soft-
output (SISO) iterative decoding algorithm to deal with them
[18], [19], [20]. By allowing an inner detector and an outer
decoder to exchange extrinsic soft information iteratively, the
ISI can be overcome. As the inner system is not a code
but a PR channel, the iterative decoding, which includes the
inner detector and the outer decoder, is named as the turbo
equalization. To further alleviate the effect of the ISI and to
accelerate the convergence of the iterative decoding process,
precoding techniques can be employed [21].

Owing to their superior error-correction capability, LDPC
codes have been applied in PR channels [22], [23]. To achieve
a given bit error rate (BER), LDPC codes require a much
lower signal-to-noise ratio (SNR) compared with other channel
codes. It has been shown that introducing LDPC codes in PR
channels can provide a coding-gain of 5.9 dB over uncoded PR
channels [23]. Assuming a PR channel, recent effort has been
spent on estimating the error floor of LDPC codes [24] and
on researching good decoding algorithms [25], [26], [27] and
coding optimization schemes [28]. Further, the modified DE
[29] and the EXIT-chart [30] techniques have been proposed
for designing LDPC codes in such channels. In particular,
LDPC codes concatenated with a Gray mapped quaternary-
phase-shift-keying (QPSK) modulator has been investigated
in [30].

Recently, a novel class of LDPC codes, called multi-edge
type (MET) LDPC codes, has been introduced [31]. In particu-
lar, one subclass of MET-LDPC codes, namely the protograph
LDPC codes, have been shown to produce excellent error per-
formance with low complexity over an AWGN channel [32].
Moreover, the protograph structure allows high-speed encod-
ing and decoding implementations [33], [34]. The accumulate-
repeat-accumulate (ARA) code and the accumulate-repeat-
by-4-jagged-accumulate (AR4JA) code, which possess simple
protograph representations to realize linear encoding and de-
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coding, have also been proposed and studied [35], [36]. In
[37], the bit error performance of protograph LDPC codes
has been studied in an ultra-wideband (UWB) short-range
wireless communication channel with multipath fading. It
has been observed that protograph ensembles optimized for
AWGN channels degrade in UWB channels with ISI. In
[38], the authors have simulated the error performance of
the accumulate-repeat-by-3-accumulate (AR3A) code and an
improved code over the extended class IV PR (EPR4) channel.

In this paper, we conduct an in-depth investigation on
the error performance of protograph LDPC codes in the PR
channels. We apply the finite-length EXIT function [39], [40]
for analyzing the protograph LDPC codes. The results suggest
that when applied in PR channels, the conventional protograph
LDPC codes, such as the AR3A code and the AR4JA code,
cannot maintain their excellent error performance as in AWGN
channels. To overcome this weakness, we propose a novel
protograph design scheme with the help of the EXIT-chart
analysis. Based on the scheme, we design three new types of
protograph LDPC codes for use in the PR channels. Our aim is
to improve the error performance of protograph LDPC codes
without increasing their complexities. Both the theoretical
analyses and the simulated results have illustrated that all three
new codes outperform the conventional protograph LDPC
codes while two of the proposed codes are superior to the
regular column-weight-3 LDPC code [41]. Because of their
excellent error performance and low complexities, two of the
proposed protograph LDPC codes are very good candidates
for use in data storage systems.

The remainder of this paper is organized as follows. In
Section II, the system model over PR channels is described. In
Section III, we elaborate how the finite-length EXIT algorithm
is used in analyzing the protograph LDPC codes in our system.
In Section IV, we analyze the performance of the conventional
protograph LDPC codes with the EXIT chart. We also propose
a new design scheme for the protograph LDPC codes, and
construct three new types of protograph LDPC codes. The
performance of the codes are compared and presented in
Section V, and conclusions are given in Section VI.

II. SYSTEM MODEL

The system model being considered is described as follows.
The information bits are firstly encoded using the protograph
LDPC code, which is treated as an outer code. Then the binary
coded bits vi ∈ {0, 1} (i = 1, 2, . . .) are converted into xi =
(−1)vi ∈ {+1,−1} by a modulator. The modulated signal is
further passed through a PR channel that is modeled as an ISI
channel with AWGN. Such a channel can be regarded as the
inner code of the concatenated system.

The output of the channel, denoted by yi, can be expressed
as a partial response polynomial plus a Gaussian noise, i.e.,

yi =

K+1∑
j=0

hjxi−j + ni (1)

where hj (j = 0, 1, . . . ,K +1) are the tap coefficients corre-
sponding to the partial response channel, ni is the Gaussian
noise sample with zero mean and variance N0/2, and N0

denotes the noise power-spectral density. Furthermore, the
transfer function of the channel can be expressed as

H(D) = (1 −D)(1 +D)K =

K+1∑
j=0

hjD
j . (2)

In this paper, we primarily consider the dicode channel (i.e.,
K = 0) and the EPR4 channel (i.e., K = 2) commonly used
in magnetic recording research [25], the transfer functions of
which are H(D) = 1 −D and H(D) = 1 +D −D2 −D3,
respectively.

At the receiving terminal, the decoder structure is formed
by one inner SISO detector and one outer SISO decoder — the
former one for the PR channel and the latter one for the outer
code. In the concatenated scheme, the detector and the decoder
exchange extrinsic log-likelihood-ratio (LLR) messages [4],
[5], [6], [7] iteratively so as to increase the accuracy of the
decoded messages. In our study, the inner detector and the
outer decoder are, respectively, implemented with the Bahl-
Cocke-Jelinek-Raviv (BCJR) algorithm [42], [43] and the
belief propagation (BP) algorithm [4], [5]. Moreover, we do
not consider interleaving or precoding in our system model.

III. FINITE-LENGTH EXIT ALGORITHM OF PROTOGRAPH

LDPC CODES

A. Background

The EXIT function [6], [7] has been proposed to predict
the convergence behavior of the iterative processors used in a
variety of communication problems. In particular, the function
is very useful in tracing the convergence behavior of the
iterative decoding schemes. The EXIT chart, which describes
the asymptotic decoding trajectory of a decoder, consists of
two EXIT curves. The decoder will converge successfully if
the two EXIT curves do not touch or cross each other except
at the value of unity. Using this tool, researchers can evaluate
the performance of a concatenated code/channel and derive
the decoding threshold of an iterative decoding algorithm.
The threshold represents the SNR above which an arbitrarily
small BER can be achieved as the block length of the code
approaches infinity.

Yet, as an asymptotic performance analysis method, the
infinite-length EXIT chart [6], [7] can no longer be used
to analyze codes with short block length. It is because the
properties of typicality and ergodicity cannot be retained. In
[39], [40], an EXIT chart consisting of two EXIT bands have
been proposed for analyzing codes with finite length and over
different types of channels. Each EXIT band is composed of
an expected EXIT curve, an upper-bound curve and a lower-
bound curve. The EXIT band, bounded by the upper-bound
curve and the lower-bound curve, is formed to ensure that the
individual EXIT curves of the finite-length blocks lie within
the band with a high probability. Then, one can conclude
that the turbo decoder will converge successfully with a high
probability if the two EXIT bands corresponding to the inner
detector and the outer decoder only touch each other at the
value of unity.
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B. Finite-length EXIT algorithm of protograph LDPC codes
in PR channels

One important assumption of the finite-length EXIT anal-
ysis is that the output extrinsic LLR messages of each SISO
decoder should approximately be Gaussian distributed. In [40],
the above assumption has been validated for individual finite-
length output LLR values in each coded ISI frame. In the
following, we briefly describe how we adopt the finite-length
EXIT analysis to our system.

First, we analyze the distribution of the output extrinsic
LLR values of the SISO detector/decoder within each coded
frame. We use an AR3A code with a code rate of 0.8
and an information length of 4096, and assume a dicode
channel with Eb/N0 = 4.0 dB (Eb is the average energy
per information bit and N0/2 is the power spectral density of
noise). Denote vi as the i-th bit of an AR3A code frame, Li as
the channel LLR message input to the BCJR detector, and zi
as the corresponding extrinsic LLR value output by the BCJR
detector. Using Monte Carlo simulations, we evaluate the
values of zi within each frame for vi = 0 and vi = 1. In Fig. 1,
we plot the conditional probability density functions (PDFs)
of zi within each frame which are denoted by f(zi|vi = 0)
and f(zi|vi = 1). Furthermore, we denote u0 and u1 as the
average extrinsic LLR values output by the BCJR detector
corresponding to vi = 0 and vi = 1, respectively. In other
words, u0 = E(zi|vi = 0) and u1 = E(zi|vi = 1), where
E(·) is the expectation operator. In the same figure, we plot
N(u0, 2u0) and N(u1, 2u1) for comparison where N(u, 2u)
denotes a symmetric Gaussian distribution with mean u and
variance 2u. The results in Fig. 1 indicate that the conditional
PDFs of the extrinsic LLR values (i.e., f(zi|vi = 0) and
f(zi|vi = 1)) agree well with the symmetric Gaussian distri-
butions (i.e., N(u0, 2u0) and N(u1, 2u1)). Simulations have
also been performed for the AR4JA code and over the EPR4
channel, and similar observations are obtained. Moreover, we
perform simulations on the protograph LDPC decoder and we
find that the output extrinsic LLR values within each coded
frame follow symmetric Gaussian distributions. Based on the
simulation results, we conclude that the finite-length EXIT
analysis can be applied to analyze our system.

Our finite-length EXIT analysis is based on the block dia-
gram depicted in Fig. 2. To simplify the analysis, we assume
that both the input (a-priori) and the output (extrinsic) LLR
values of the detector/decoder follow symmetric Gaussian
distributions. Given a sequence of transmitted coded bits and
channel messages, the mutual information (MI) (i) between
the coded bits and the input LLRs for the inner detector; (ii)
between the coded bits and the output LLRs for the inner
detector; (iii) between the coded bits and the input LLRs for
the outer decoder; and (iv) between the coded bits and the
output LLRs for the outer decoder; can therefore be computed
by [6]

IA/E = 1−
∫ ∞

−∞

exp
(
− (ξ−σ2/2)2

2σ2

)
√
2πσ2

log2 [1 + exp(−ξ)] dξ
(3)

where σ2/2 represents the corresponding (normalized) mean
of the LLR values obtained through Monte Carlo simulations.
The subscript “A” representing “a-priori” is used to denote
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Fig. 1. Conditional probability density functions (PDFs) of the output LLR
values zi of the BCJR detector when the input coded bit vi = 0 and vi = 1.
An AR3A code with a code rate of 0.8 and length 4096 is used, i.e., R =
0.8, k = 4096. Eb/N0 = 4.0 dB. A dicode channel is assumed.
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Fig. 2. Block diagram of the finite-length EXIT analysis for the protograph
LDPC (P-LDPC) codes over PR channels.

the input of the detector/decoder while the subscript “E”
standing for “extrinsic” is used to denote the output of the
detector/decoder. The inverse function of (3) is further given
by [7]

σ =

{
γ1I

2 + γ2I + γ3
√
I if 0 ≤ I ≤ 0.3646

γ4 ln[γ5(1 − I)] + γ6I otherwise
(4)

where γ1 = 1.09542, γ2 = 0.214217, γ3 = 2.33737, γ4 =
−0.706692, γ5 = 0.386013 and γ6 = 1.75017. We use “IO”
to denote the inner-detector-to-outer-decoder direction and
“OI” to denote the outer-decoder-to-inner-detector direction.
For example, in Fig. 2, IE,IO represents the MI between the
coded bits and the output extrinsic LLRs passing from the
inner detector to the outer decoder and IE,OI represents the
corresponding MI passing from the outer decoder to the inner
detector. In addition, we use L to represent a LLR value. Then,
for a given Eb/N0, we compute the two EXIT bands, one for
the inner detector and one for the outer decoder, as follows.
Computing the MI of the output extrinsic LLRs of the
inner detector

1) For the given Eb/N0, we generate a sequence of infor-
mation bits. The information bits are then encoded by
the protograph LDPC encoder (and punctured). After-
wards, the coded bits {vi} are converted into appropriate
signals {xi = (−1)vi} by the modulator and sent to the
noisy PR channel. Based on the received signals from
the channel, we calculate the channel LLR values of the
coded bits and we denote these values by {Lch}.

2) For a given IA,IO ∈ [0, 1], we compute σA,IO us-
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ing (4). Then we generate a sequence {L̂A,IO} =

(L̂
(1)
A,IO, L̂

(2)
A,IO, . . .) following the symmetric Gaussian

distribution N(
σ2
A,IO

2 , σ2
A,IO). Based on the Gaussian-

distributed sequence and the coded sequence {vi},
we form the sequence {LA,IO} = (L

(1)
A,IO, L

(2)
A,IO, . . .)

where L(i)
A,IO = (−1)viL̂

(i)
A,IO (i = 1, 2, . . .).

3) Passing the sequence {Lch} and the sequence {LA,IO}
into the BCJR detector (inner detector), we can measure
the output extrinsic LLR sequence {LE,IO} which can
be expressed as

LE,IO = Finner(LA,IO, Lch) (5)

where Finner(·) represents the LLR processor of the
inner detector.

4) We then calculate the mean uE,IO of the sequence
{LE,IO}. Assuming that the sequence {LE,IO} follows
a symmetric Gaussian distribution, we evaluate the MI
IE,IO of the output extrinsic LLRs of the inner detector
using (3).

5) For the same value of IA,IO, we repeat Step 1 to
Step 4 NA times to obtain a set of IE,IO values
(IE,IO(i), i = 1, 2, . . . , NA). We denote the expected
value of IE,IO by E[IE,IO], which can be considered as
a typical value of all the frames for a given block length.
We further compute the variance of IE,IO, represented
by var[IE,IO], using [44]

var[IE,IO] =
1

NA − 1

NA∑
i=1

(IE,IO(i)− E[IE,IO])
2 . (6)

6) We repeat Step 1 to Step 5 for different values of
IA,IO ∈ [0, 1]. We then obtain an EXIT band which
includes an expected EXIT curve, an upper-bound curve
and a lower-bound curve. In particular, the expected
EXIT curve depicts the relationship between E[IE,IO]
and IA,IO for a given Eb/N0, i.e.,

E[IE,IO] = finner(IA,IO, Eb/N0) (7)

where finner(·) represents the output extrinsic MI pro-
cessor of the inner detector. The upper-bound curve
and the lower-bound curve, which ensure that all the
individual EXIT curves of the finite-length blocks be
contained with a high probability, can be described by
(IA,IO, E[IE,IO]+3

√
var[IE,IO]) and (IA,IO, E[IE,IO]−

3
√
var[IE,IO]), respectively [40].

Computing the MI of the output extrinsic LLRs of the
outer decoder

Considering the protograph LDPC decoder (outer decoder)
and using similar procedures as above, we can obtain different
expected values and different variance values of the output
extrinsic MI, i.e., E[IE,OI] and var[IE,OI], for different IA,OI

values. We express their relationships by

E[IE,OI] = fouter(IA,OI) (8)

var[IE,OI] =
1

NA − 1

NA∑
i=1

(IE,OI(i)− E[IE,OI])
2 (9)

where fouter(·) represents the output extrinsic MI processor of
the outer (LDPC) decoder. Hence, we can form an EXIT band,
which consists of an expected EXIT curve (IA,OI, E[IE,OI]),
an upper-bound curve (IA,OI, E[IE,OI]+3

√
var[IE,OI]) and a

lower-bound curve (IA,OI, E[IE,OI]− 3
√
var[IE,OI]), for the

outer decoder.
Note also that

• NA is set to 50000 to ensure the accuracy of the finite-
length EXIT algorithm;

• the output extrinsic MI function of the inner detector, i.e.,
finner(·), is independent of the type of code, but depends
only on Eb/N0 and the type of channel;

• the output extrinsic MI function of the outer decoder, i.e.,
fouter(·) is related only to the type of code;

• the output LLRs of the inner detector becomes the input
LLRs of the outer decoder, and vice versa; and

• the two EXIT bands can be plotted in the same figure
(the axes of the EXIT band of the outer decoder have to
be switched) to predict the performance of the code.

IV. ANALYSIS AND DESIGN OF PROTOGRAPH LDPC
CODES

To begin with, we analyze the conventional protograph
LDPC codes in PR channels by means of the EXIT bands.
Then, we propose a design scheme for the protograph LDPC
codes. Based on the proposed scheme, we design three new
types of protograph LDPC codes.

A. Analysis of conventional protograph LDPC codes

A protograph, which was first introduced by [32], can
be seen as a Tanner graph containing a relatively small
number of nodes. A protograph consists of a variable-node
set, a check-node set and an edge set, denoted by V,C,
and Ψ, respectively. Moreover, each edge connects a variable
node and a check node. However, unlike LDPC codes, a
protograph allows parallel edges. As a result, the mapping
ψ ∈ Ψ → (vψ, cψ) ∈ V ×C may not be one-to-one. We denote
the adjacency matrix corresponding to a protograph as a base
matrix. A large protograph can be further obtained by per-
forming a “copy-and-permute” operation on the base matrix
[32]. Consequently, a code with an arbitrary block length can
be generated by performing the “copy-and-permute” operation
repeatedly. The resultant graph is called the derived graph
and the corresponding LDPC code is called a protograph
code. Protograph codes not only enable linear encoding and
decoding to be implemented easily, but also provide superior
error performance at a high code rate in AWGN channels.

We consider two protograph codes, namely the AR3A code
and the AR4JA code [35], [36], with a code rate of R =
(n + 1)/(n+ 2). The corresponding bases matrices, denoted
by BA3 and BA4, are expressed as

BA3 =

⎛
⎜⎜⎝1 2 1 0 0

2n︷ ︸︸ ︷
0 0 · · · 0 0

0 2 1 1 1 2 1 · · · 2 1
0 1 2 1 1 1 2 · · · 1 2

⎞
⎟⎟⎠ (10)
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(a) (b)

Fig. 3. The protographs of (a) an AR3A code and (b) an AR4JA code.

BA4 =

⎛
⎜⎜⎝1 2 0 0 0

2n︷ ︸︸ ︷
0 0 · · · 0 0

0 3 1 1 1 3 1 · · · 3 1
0 1 2 2 1 1 3 · · · 1 3

⎞
⎟⎟⎠ (11)

in which the sixth and the seven columns are repeated in
the last 2n columns. We assume that the i-th column of the
matrix corresponds to the i-th variable node and the j-th
row of the matrix corresponds to the j-th check node. The
structures of the codes are illustrated in Fig. 3. In the figure,
the transmitted nodes and the punctured nodes are shown as
dark circles and blank circles, respectively. Further, the check
nodes are denoted by circles with a plus sign. The AR3A code
is then formed by puncturing the largest-degree variable node
(corresponding to the second column of BA3); and the AR4JA
code is also created in a similar way, i.e., by puncturing
the largest-degree variable node (corresponding to the second
column of BA4) [35], [36].

The AR3A code and the AR4JA code have been shown to
possess excellent error performance over an AWGN channel.
We also consider the regular column-weight-3 LDPC code
[41], which has been shown to provide better error perfor-
mance than the irregular LDPC codes over PR channels, but
is found to be outperformed by the AR3A code and the AR4JA
code in AWGN channels [35], [36].

In Fig. 41, we plot the EXIT bands of the AR3A code, the
AR4JA code and the regular column-weight-3 LDPC code in
a dicode channel and in an EPR4 channel. The parameters
used are listed as follows.

• Information length k equals 4096.
• Code rate R = 0.8.
• Eb/N0 = 4.0 dB.
• The LDPC decoder performs 15 BP iterations.
• In the construction of the AR3A code and the AR4JA

code, we use n = 3 and apply the “copy-and-permutate”
operations 512 times.

We define the region between the two expected EXIT curves
(one for the inner detector and one for the outer decoder) cor-
responding to a code as the decoding tunnel. We can observe
from Fig. 4 that the decoding tunnel of the AR4JA code is
narrower than that of the AR3A code, which is also narrower
than that of the regular LDPC code. The results imply that the

1The color version of this figure can be downloaded from the
IEEE Xplore website or ce.xmu.edu.cn/wanglin/publications/color-figs.pdf or
www.eie.polyu.edu.hk/∼encmlau/color-figs.pdf.
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Fig. 4. EXIT bands of the two protograph codes and the regular LDPC
code in (a) a dicode channel and (b) an EPR4 channel. Expected EXIT
curves are shown by solid lines, upper-bound curves and lower-bound
curves are represented by dotted lines. n = 3, R = 0.8, k = 4096 and
Eb/N0 = 4.0 dB. (The color version of this figure can be downloaded from
the IEEE Xplore website or ce.xmu.edu.cn/wanglin/publications/color-figs.pdf
or www.eie.polyu.edu.hk/∼encmlau/color-figs.pdf.)

convergence speeds of the two protograph codes are slower
than that of the regular LDPC code. Moreover, the AR4JA
code is performing worse than the AR3A code. Fig. 4(a)
further reveals that the AR4JA code may not converge to
the unity MI value at Eb/N0 = 4.0 dB in a dicode channel.
It is because the EXIT band for the inner detector overlaps
with that for the AR4JA code when the MI value is small.
In an EPR4 channel, Fig. 4(b) shows that the EXIT band
for the inner detector overlaps with those for the AR4JA
code, the AR3A code and the regular LDPC code. In other
words, all these codes may not converge to the unity MI
value. According to the simulation results shown in [45], the
symmetric information rates (SIRs) for the dicode channel and
the EPR4 channel with a code rate of 0.8 are about 2.80 dB
and 3.20 dB, respectively. Consequently, there is room for
improving the performance of the protograph codes in PR
channels because even at 4.0 dB, the AR4JA code may not
converge in the dicode channel and in the EPR4 channel.
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Fig. 5. Expected EXIT curves of four protograph codes with different types
of punctured variable nodes in a dicode channel. n = 3, R = 0.8, k = 4096
and Eb/N0 = 4.0 dB.

B. Design scheme of the protograph LDPC codes

For an AWGN channel, the decoder is a simple LPDC
decoder. Channel LLR messages are first passed into the
decoder and then the LLR messages are exchanged iteratively
between the variable-node set and the check-node set in the
decoder. However, the decoder for a PR channel consists
of an inner detector (BCJR detector) and an outer decoder
(LDPC decoder). The channel messages distorted by ISI and
AWGN are first passed to the inner detector. Subsequently,
the extrinsic LLR values are exchanged between the inner
detector and the outer decoder in each turbo iteration. While
it is known that punctured variable nodes with a higher degree
(as in the AR3A code) can be recovered more easily for an
AWGN channel, such punctured nodes may produce worse
error performance for a PR channel.

To verify the above conjecture, we form four protograph
codes using the same base matrix BA3 in (10), and the
codes differ in the sense that the degree-1, degree-2, degree-3
and degree-5 variable nodes are punctured, respectively. To
simplify the analysis, we only consider their expected EXIT
curves here. Fig. 5 shows the expected EXIT curves of the four
protograph codes in a dicode channel. The parameters used
are the same as those listed in Sect. IV-A. It can be seen that
the protograph code with punctured degree-1 variable nodes
provides the largest decoding tunnel. Since a larger decoding
tunnel implies a faster convergence rate and a lower decoding
threshold, we deduce that the protograph code with punctured
degree-1 variable nodes have the best performance.

We further simulate the error performance of two of the
aforementioned protograph codes, in which the largest-degree
(degree-5) and the smallest-degree (degree-1) variable nodes
are punctured, respectively. We investigate the average number
of bit errors per codeword for the two codes in the inner
detector einner and outer decoder eouter at the end of first
turbo iteration and the second turbo iteration when Eb/N0 =
4.8 dB2. The results are shown in Table I where Tmax

represents the number of local (BP) iterations performed in the

2When Eb/N0 = 4.0 dB, both codes have large BERs. Thus we need to
use a larger Eb/N0 dB when comparing the number of bit errors for these
two codes.

LDPC decoder during one turbo iteration. As seen from the
table, the protograph code with punctured degree-1 variable
nodes has an average of less than 1 bit error per codeword
at the end of the second turbo iteration while the code with
punctured degree-5 variable nodes has an average of 9 to 11
bit errors. Thus, the average number of error bits for the code
with punctured degree-1 variable nodes decreases much faster
than that for the code with punctured degree-5 variable nodes.
For the code with punctured degree-1 variable nodes, the error
performance hardly changes when Tmax increases from 15
to 100. It implies that using 15 local iterations is sufficient
for the decoder to converge. For the code with punctured
degree-5 variable nodes, moreover, the number of bit errors
is reduced from 11 to 9 bits when Tmax increases from 15
to 100. It shows that increasing the number of local iterations
can help the decoder to converge faster in this case. It also
shows that the punctured degree-5 variable nodes can be more
readily recovered with a larger number of local iterations. In
summary, the results in Fig. 5 and Table I indicate that it is
relatively more important to retain the largest-degree variable
nodes compared with the smallest-degree variable nodes for a
protograph code during puncturing; and that the largest-degree
variable nodes play a more important role during the turbo
iterations which include a BCJR detector and a BP decoder.

In addition, it has been shown that degree-2 variable nodes
helps producing good error performance in the waterfall region
but too many degree-2 variable nodes can give rise to an error
floor easily in the high SNR region [4], [5], [11], [34]. Hence,
we should keep a certain proportion of degree-2 variable nodes
but not too large in the protograph code.

Based on the aforementioned observations, we propose a
two-step approach to the design of the protograph (LDPC)
codes.
Design of the Protograph (LDPC) Codes

1) Puncture the variable nodes with the smallest degree
instead of the largest degree in the protograph code.

2) Reduce the proportion of degree-2 variable nodes by
adding an extra connection to some of the degree-
2 variable nodes. For every edge added, one edge is
removed from a variable node with the largest degree
so as to keep the complexity (number of connections)
unchanged.

C. Three new types of protograph LDPC codes

Based on the proposed design algorithm, we construct three
new types of protograph LDPC codes for use in PR channels.
The first type of protograph LDPC code is similar to that of the
AR3A code, but the variable nodes with the smallest degrees
(i.e., degree 1) instead of largest degrees are punctured. We
call this code improved ARA1 (IARA1) code. The protograph
of the code is depicted in Fig. 6(a) and the corresponding base
matrix, denoted by BIA1, is the same as BA3 in (10).

As can be seen in Fig. 6(a), there are two degree-2 nodes for
every 2n+ 4 variable nodes in the IARA1 code, i.e., 1/(n+
2) of the variable nodes are of degree-2. Next, we reduce
the proportion of degree-2 variable nodes in the IARA1 code
and form the improved ARA2 (IARA2) code. To achieve the
goal, we perform the following. For every 2n + 4 variable



FANG et al.: DESIGN OF PROTOGRAPH LDPC CODES FOR PARTIAL RESPONSE CHANNELS 2815

TABLE I
AVERAGE NUMBER OF BIT ERRORS PER CODEWORD AT THE INNER DETECTOR einner AND AT THE OUTER DECODER eouter AFTER THE FIRST AND

SECOND TURBO ITERATIONS. THE NUMBER OF BP (LOCAL) ITERATIONS USED IS Tmax = 15 AND 100. TWO PUNCTURING SCHEMES (PUNCTURED
DEGREE-5 AND PUNCTURED DEGREE-1) ARE USED BASED ON OF THE PROTOGRAPH CORRESPONDING TO BA3 . THE PARAMETERS USED ARE

n = 3, R = 0.8, k = 4096 AND Eb/N0 = 4.8 dB. AN EPR4 CHANNEL IS ASSUMED.

Degree Type
for Puncturing

Tmax = 15 Tmax = 100
First Iteration Second Iteration First Iteration Second Iteration
einner/eouter einner/eouter einner/eouter einner/eouter

Degree-5 255.9/152.4 89.1/11.01 255.2/96.4 65.6/9.28
Degree-1 255.0/136.8 77.1/0.94 255.6/134.7 75.7/0.92

(a) (b) (c)

Fig. 6. The protographs of (a) an IARA1 code; (b) an IARA2 code; and (c) an IARA3 code. For the protograph of the IARA1 code, the variable node
(dark circle) at the left bottom has 5 edges while the one at the right top has 2 edges. For the protograph of the IARA2 code, the variable node (dark circle)
at the left bottom has 4 edges while the one at the right top has 3 edges. The remaining connections for these two codes are the same.

nodes in the IARA1 code, we randomly select one of the two
degree-2 variable nodes (corresponding to the fourth and fifth
columns of BIA1 or BA3) and add a new edge to connect it
to one of the two highest-degree check nodes (i.e., the check
nodes corresponding to the second and third rows of BIA1 or
BA3). At the same time, for the highest-degree check node
selected, we remove the edge that connects the check to the
variable node with the largest degree such that the total number
of edges in the code remains unchanged. Consequently, the
encoding complexity and the decoding complexity of the new
code are similar to those of the original one. According to
the aforementioned construction method, there are totally four
different realizations for the IARA2 code. The protograph of
one realization is depicted in Fig. 6(b) and the corresponding
base matrix, denoted by BIA2, is given by

BIA2 =

⎛
⎜⎜⎝1 2 1 0 0

2n︷ ︸︸ ︷
0 0 · · · 0 0

0 1 1 2 1 2 1 · · · 2 1
0 1 2 1 1 1 2 · · · 1 2

⎞
⎟⎟⎠ . (12)

Note also that the code rates of the two new codes, i.e., IARA1
code and IARA2 code, remain at R = (n+ 1)/(n+ 2).

Using the base matrix of the AR4JA code, i.e., BA4,
we puncture the smallest-degree variable node and form the
improved ARA3 (IARA3) code shown in Fig. 6(c). Thus, the
IARA3 and the AR4JA code share the same base matrix.
However, the smallest-degree and the largest-degree variable
nodes are punctured, respectively, in the construction of the
IARA3 and the AR4JA code.

V. PERFORMANCE COMPARISON

In this section, we compare the performance of the AR3A
code, the AR4JA code, the regular column-weight-3 LDPC

code, the proposed IARA1 code, the proposed IARA2 code
and the proposed IARA3 code. The channels being considered
are the AWGN channel, the dicode channel and the EPR4
channel. Unless otherwise stated, the parameters used are the
same as those listed in Sect. IV-A.

A. EXIT-chart Analysis

Firstly, we compute the decoding threshold of the regular
column-weight-3 LDPC code in an AWGN channel using the
infinite EXIT algorithm in [7] and those of the other five
punctured protograph LDPC codes using the protograph EXIT
algorithm in [46]. The decoding thresholds of the AR4JA code,
the AR3A code, the regular column-weight-3 code, the IARA1
code, the IARA2 code, and the IARA3 code with a code
rate of 0.8 are, respectively, 2.411 dB, 2.284 dB, 2.586 dB,
2.627 dB, 2.627 dB, and 2.568 dB. Moreover, the channel
capacity is 2.040 dB. By comparing the thresholds, we expect
the AR4JA code and the AR3A code to outperform the other
four codes in an AWGN channel. Furthermore, among the
three proposed protograph codes, the IARA3 code possesses
the lowest threshold and thus should produce a relatively good
error performance.

We then examine the performance of the new codes on PR
channels by means of the finite-length EXIT analysis. The
EXIT bands of the proposed protograph LDPC codes and
the regular column-weight-3 LDPC code in a dicode channel
and in a EPR4 channel are plotted in Fig. 73. The results
indicate that the decoding tunnels of the proposed IARA1
code and IARA2 code are larger than that of the regular
LDPC code while the proposed IARA3 code produces the

3The color version of this figure can be downloaded from the
IEEE Xplore website or ce.xmu.edu.cn/wanglin/publications/color-figs.pdf or
www.eie.polyu.edu.hk/∼encmlau/color-figs.pdf.
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Fig. 7. EXIT bands of the proposed IARA1 code, the proposed IARA2
code, the proposed IARA3 code and the regular column-weight-3 LDPC
code in (a) a dicode channel and (b) an EPR4 channel. Expected EXIT
curves are shown by solid lines, upper-bound and lower-bound curves are
represented by dotted lines. n = 3, R = 0.8, k = 4096 and Eb/N0 =
4.0 dB. (The color version of this figure can be downloaded from the
IEEE Xplore website or ce.xmu.edu.cn/wanglin/publications/color-figs.pdf or
www.eie.polyu.edu.hk/∼encmlau/color-figs.pdf.)

smallest decoding tunnel. Since the regular LDPC code is
found to outperform the conventional protograph LDPC codes
in a PR channel (see Fig. 4), the IARA1 code and the IARA2
code should provide faster convergence speeds and lower
decoding threshold values compared with the conventional
protograph LDPC codes. The IARA1 code and the IARA2
code should also provide a higher coding gain compared with
the regular column-weight-3 LDPC code, which has been
shown to possess superior error performance in Section IV-A
and in [41].

B. Convergence Speed

We also study the convergence behavior of the proposed
protograph codes. At the end of the first turbo iteration and the
second turbo iteration, we evaluate the average number of bit
errors per codeword at the inner detector einner and at the outer
decoder eouter. We use Eb/N0 = 4.8 dB here4. Moreover,

4When Eb/N0 = 4.0 dB, all codes have large BERs. Thus we need to use
a larger Eb/N0 dB when comparing the number of bit errors for different
codes.

TABLE II
AVERAGE NUMBER OF BIT ERRORS PER CODEWORD AT THE INNER

DETECTOR einner AND AT THE OUTER DECODER eouter AFTER THE FIRST
AND SECOND TURBO ITERATIONS. THE PARAMETERS USED ARE

n = 3, R = 0.8, k = 4096 AND Eb/N0 = 4.8 dB. AN EPR4 CHANNEL IS

ASSUMED.

Code Type First Iteration Second Iteration
einner/eouter einner/eouter

AR4JA Code 255.7/214.1 177.0/101.6
AR3A Code 255.9/152.4 89.1/11.01

Regular LDPC Code 255.3/144.5 85.4/1.65
IARA1 Code 255.0/136.8 77.1/0.94
IARA2 Code 256.0/134.9 72.4/0.80
IARA3 Code 254.9/150.3 88.2/7.6

AR4JA AR3A Regular IARA1 IARA2 IARA3
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Fig. 8. Average number of turbo iterations required to successfully decode
one code frame. The parameters used are n = 3, R = 0.8, k = 4096 and
Eb/N0 = 4.8 dB. An EPR4 channel is assumed.

15 BP (local) iterations are performed in the outer (LDPC)
decoder in each turbo iteration. (Unless otherwise stated, 15
BP local iterations will be used in all subsequent simulations.)
We also send a total of 5000 blocks in the simulation. Table II
shows the error results of the proposed protograph codes and
those of the AR3A code, the AR4JA code and the regular
column-weight-3 LDPC code. We can observe that after 2
turbo iterations, the average numbers of error bits of the
proposed IARA1 code and IARA2 code decrease much faster
than those of the two conventional protograph codes (i.e.,
AR3A code and AR4JA code) — the average numbers of error
bits of the proposed IARA1 code and IARA2 code are both
less than 1 while those of the AR3A code and AR4JA code
are 11 and 101, respectively. The regular LDPC code is the
third-best with an average of 1.65 error bits while the IARA3
code achieves an average of 7.6 error bits. In summary, the
convergence speeds of the proposed IARA1 code and IARA2
code are the best among the six codes.

We set the maximum number of turbo iterations to 10 and
perform the simulations again at Eb/N0 = 4.8 dB. For the
successfully decoded frames, we evaluate the average number
of turbo iterations used and show the results in Fig. 8. We
observe that the convergence speeds of the codes shown in
the figure are consistent with those shown in Table II.
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Fig. 9. Simulated BER and FER results of the AR3A, AR4JA, regular LDPC,
proposed IARA1, proposed IARA2 and proposed IARA3 codes in an AWGN
channel. BERs are shown by solid lines and FERs are represented by dotted
lines. The channel capacity is 2.04 dB.

C. Simulated Error Rates

We simulate the bit-error-rate (BER) and frame-error-rate
(FER) results of the codes as Eb/N0 varies. Unless otherwise
stated, we terminate the simulations after 500 bit errors are
found at each Eb/N0. Also, in the case of an AWGN channel,
there is no inner detector and the LDPC decoder performs a
maximum of 100 BP iterations for each code block.

Fig. 9 plots the BER and the FER curves of the codes in an
AWGN channel. It can been seen that the error performance
of the regular column-weight-3 code is almost the same as
those of the IARA1 code and the IARA2 code. At a BER of
10−6, both the AR3A code and the IARA3 code accomplish
gains of more than 0.2 dB over the above three codes and the
AR4JA outperforms the AR3A code and the IARA3 code by
another 0.1 dB. The results verify the superb performance of
the AR3A code and the AR4JA code in an AWGN channel
[35], [36]. Note that at a Eb/N0 = 3.4 dB, no errors are found
out of the 5 × 106 transmitted blocks when the AR4JA code
or the IARA3 code is used.

Fig. 10 plots the BER and the FER curves of the codes
in a dicode channel and in an EPR4 channel. The maximum
number of turbo iterations is set to 4. We can observe that the
AR4JA code, the AR3A code and the IARA3 code, which
provide the best error performance in an AWGN channel,
become the three worst-performing codes in the PR channels.
Referring to Fig. 10(a) that shows the error curves for a dicode
channel, at Eb/N0 = 4.2 dB, the AR4JA code, the AR3A
code and the IARA3 code achieve BERs of 10−3, 10−5 and
6 × 10−6, respectively; while the regular LDPC code, the
IARA1 code and the IARA2 code accomplish BERs of 10−6,
3× 10−7 and 10−7, respectively. In the same figure, we also
observe that at a BER of 10−5, the regular LDPC code has
a gain of 0.15 dB and 0.12 dB over the AR3A code and
the IARA3 code, respectively; while the IARA1 code and
the IARA2 code achieve another gain of 0.12 dB over the
regular LDPC code. Moreover, a larger gain is expected at
a lower BER. Similar observations are found in the results
for the EPR4 channel. In addition, referring to Fig. 10(b),
at a Eb/N0 = 5.0 dB, no errors are found out of the 106
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Fig. 10. Simulated BER and FER results of the AR3A, AR4JA, regular
LDPC, proposed IARA1, proposed IARA2 and proposed IARA3 codes in (a)
a dicode channel and (b) an EPR4 channel. BERs are shown by solid lines
and FERs are represented by dotted lines. The maximum number of turbo
iterations is set to 4. The symmetric information rates (SIRs) for the dicode
channel and the EPR4 channel are 2.80 dB and 3.20 dB, respectively.

transmitted blocks when the IARA1 code and the IARA2 code
are used.

Fig. 11 shows the BER and FER curves of the codes in an
EPR4 channel where the maximum number of turbo iterations
is increased from 4 to 8. Referring to this figure, the IARA1
code, the IARA2 code and the IARA3 code also perform
better than the ARA3 code and the ARA4 code. Moreover, the
error performance of the IARA3 code is still worse than that
of the regular column-weight-3 code, which is outperformed
by the IARA1 code and the IARA2 code. We observe that
the error performance of the codes improves as the number
of turbo iterations is increased from 4 to 8. While all codes
produce lower BERs compared with using 4 turbo iterations,
the relative performance among the codes remains the same.
Hence the same conclusion is drawn compared with that using
4 turbo iterations.

In general, the codes, from the best to the worst error
performance in a PR channel, are in the following order: (i)
IARA2 code, (ii) IARA1 code, (iii) regular LDPC code, (iv)
IARA3 code, (v) AR3A code and (vi) AR4JA code.
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Fig. 11. Simulated BER and FER results of the AR3A, AR4JA, regular
LDPC code, proposed IARA1, proposed IARA2 and proposed IARA3 codes
in an EPR4 channel. BERs are shown by solid lines and FERs are represented
by dotted lines. The maximum number of turbo iterations is set to 8. The SIR
is 3.20 dB.

VI. CONCLUSIONS

The performance of protograph LDPC codes over partial
response (PR) channels has been investigated through the
finite-length EXIT algorithm in this paper. We observe that
the conventional protograph LDPC codes, namely the AR4JA
code and the AR3A code, do not perform well in PR channels
and we propose a new design scheme for the protograph
LDPC codes. Based on the design scheme, three new pro-
tograph LDPC codes, namely IARA1 code, IARA2 code and
IARA3 code, are constructed. The EXIT-chart analysis, the
convergence analysis and the bit-error-rate simulation have
all shown that the IARA1 code, the IARA2 code and the
IARA3 code outperform the AR4JA code and the AR3A code.
We also conclude that two of the proposed protograph codes,
i.e., the IARA1 code and the IARA2 code, provide excellent
error performance in PR channels and they outperform (i) the
AR4JA code and the AR3A code which are known to achieve
very low error rates in AWGN channels and (ii) the regular
column-weight-3 code which is one of the best-performing
codes in PR channels.
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